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In this article an effective Reactive Power Management (RPM) method using a Flexible AC Transmission System 
(FACTS) has been proposed, which minimizes the loss of energy, improves the power transfer capacity and reduces the 
overall cost of transmission network lines. The position of FACTS was optimized by two recently proposed heuristic 
optimization techniques, i.e., Gravitational Search Algorithm (GSA) and Teaching Learning Based Optimization (TLBO). It 
is observed that installing the FACTS in this optimal position improves the voltage profile at minimum installation cost. The 
overall effectiveness of the proposed approaches were examined by implementing it on a IEEE 30-bus network. 
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Introduction 
The demand for power supply has increased 

manifold as a result of population growth and 
urbanization in the last few decades. Installation of a 
new power plant for enhancing the generation or 
extension of transmission lines in not easily possible 
due to different practical issues, such as, political, 
economical, environmental, technical aspects etc. It is 
necessary to exploit the maximum benefit from the 
existing power plants and transmission lines. To 
achieve this objective, one of the major steps includes 
the reduction of line loss during the flow of power. 
The line loss can be reduced by injecting or retrieving 
the reactive power with the assistance of FACTS. 

FACTS were introduced by Hingorani et al.1 in 
1999. FACTS are very useful in maintaining voltage 
stability and compensation of reactive power. Mahdad 
et al.2 have proposed the FACTS location and control 
scheme for the enhancement of power quality. The 
authors have described the power flow control in a 
network consisting of FACTS. 3 The role of SVCs and 
TCSCs during voltage collapse is extensively 
discussed.4 The authors have introduced a new 
heuristic random search algorithm based on a 
population, named as Gravitational Search Algorithm 
(GSA).5 To enhance the performance of GSA by 
handling various constraints is discussed in detail.6  

Rao et al.7 have introduced the Teaching Learning 
Based Optimization (TLBO) which is motivated by the 
teaching and learning activities in a classroom. This is 
an algorithmic parameter free optimization technique, 
and hence, highly effective in solving different 
optimization problems. The TLBO algorithm properly 
tuned for solving different constrained and 
unconstrained optimization problem having multiple 
variables has been discussed.8 Operating cost 
minimization of the system with FACTS by the 
implementation of the Particle Swarm Optimization 
(PSO) and Genetic Algorithm (GA) is discussed.9 
Proper placement, replacement and sizing of the 
capacitor bank are discussed using GA.10 Optimization 
of reactive power flow in a HVDC test system using 
GA is the main aim of the authors.11 The authors have 
proposed advanced models of SVC for optimal power 
flow studies using the N.R. method.12 Noroozian 
et al.13 have discussed the application of series 
capacitors and phase shifters in power systems to 
monitor power flow. The key recommendations are to 
increase the operating voltage, automate, re-configure 
the network, improve operational efficiency, control 
demand, and modernize the system. 

Siddhartha et al.14 have improved the transmission 
and distribution efficiency by proposing some 
approaches such as proper operating voltage; network 
re-configuration, operational optimization, demand 
management, and system consolidation are the next 
steps after automation. A two-stage method of placing 
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capacitors in a reconfigured system for reducing 
power loss and optimising voltage profile is 
discussed.15 Various search optimization techniques 
were discussed in the literature to get the best solution 
for optimal power flow (OPF) issue using GSA, Jaya 
Optimizer, Glow Worm Swarm Optimization, 
Modified TLBO and teaching-learning-optimization 
technique.16–19 A few multi-objective structures for 
the OPF issue are talked about using various 
optimization techniques.20–23  

 

The following are the main contributions of this 
research work:  

(i) The locations of weak nodes for the 
placement of FACTS are identified through the power 
flow method.  

(ii) A multi-functional objective function is 
obtained for the RPM. 

(iii) Restricting the overall system operating cost 
and the number of FACTS is taken into consideration. 

(iv) Four distinct optimization techniques, 
including GA, PSO, TLBO and GSA are implemented 
to optimize the position of the FACTS in the system. 

(v) A comparative performance evaluation of all 
four algorithms has been made in terms of minimum 
energy loss and overall cost. 
 
Related Works 

The active and reactive loading of any system is 
increased with the help of FACTS and the system 
performance is observed by utilizing the GSA.24 Even 
though at higher loading energy loss and operating 
cost reduces with FACTS. Steady-state power flow 
control in the network with embedded FACTS by 
considering active and reactive power as an 
independent control variable has been discussed in 
Xiao et al.25 Li et al.26 optimized the flow of reactive 
power in various IEEE's test networks by adopting the 
Hybrid Artificial Bee Colony (HABC) and 
Differential Evolution (DE) techniques. The solution 
of multi-objective like minimization of fuel cost, 
energy loss and voltage deviation are minimized for 
optimal power flow is considered using GSA in two 
test systems.27 Optimal power flow using Hybrid 
TLBO algorithm to improve system stability by 
increasing the system's power transfer capacity with 
UPFC has been discussed by the authors.28 Optimal 
adjustments of control variables such as continuous 
and discrete variables for the solution of multi-
objective OPF problems is optimized using  
ABC algorithm.29  

As per our search results, we have not found any 
paper on mechanism of utilization of current indices 
for determining the best position and size for different 
types of FACTS. 
 
Prerequisite  

FACTS are generally power electronics devices, 
which are able to regulate one or a significant number 
of the network variables, such as series or shunt 
impedance, current and voltage alone or in 
coordination with others. Two widely used variants of 
FACTS are TCSC and SVC. 
 
A.  SVC  

SVC is a collection of electrical equipment. SVC 
provides a rapid flow of reactive power in the system 
of high voltage transmission lines. The main reason 
for SVC placement is the fast control and 
enhancement of voltages in the network. The SVC 
consists of a fixed value shunt reactor or capacitors. It 
may also contain one or many capacitor or reactor 
banks. These reactor or capacitor banks are controlled 
by thyristor valves placed in parallel. These SVC 
components are associated with the transmission 
network line with the shunt transformer. SVC’s 
simple diagram is given in Fig. 1. 
 
B. TCSC 

TCSC gives a proficient method to control and 
increment the level of powertransferred in a system 
by modifying the evident impedance of an ideal 
transmission network line. TCSC’s simple diagram 
were shown in Fig. 2. It consists of an arrangement of 
a controlled capacitor corresponding with a Thyristor 
Controlled Reactor (TCR). 
 
Selection of Weak Node  

The proper placement of FACTS in the 
transmission network is a critical and difficult task. 

 
 

Fig. 1 — Simple diagram of SVC 
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The locations of weak nodes for the placement of 
FACTS are identified through the power flow method. 
FACTS like TCSC and SVC are being used in various 
networks to bring down the flows in congested lines, 
reduce energy losses, improve the voltage distribution 
across all buses, and at the same time minimize the 
overall operating cost even at higher loading 
conditions. So, eight locations are selected for the 
installation of FACTS in a IEEE 30 bus network. SVCs 
locations are chosen by picking the lines with high 
reactive power. So the 21st, 7th, 17th & 15th buses are 
selected where satisfactory reactive injections by SVCs 
can enhance the network efficiency. TCSCs are places 
on the 25th, 41st, 28th & 5th lines to minimize the overall 
reactance of the line. FACTS controls the flow of 
reactive power which decreases the energy loss along 
with the system operating cost. 
 
Objective Function 

The primary objective is to maintain the total 
system operating cost as low as possible. The 
numerical equation of the energy loss can be defined 
as in Eq. (1) exposed to the requirements given 
underneath: 
 
௅௢௦௦ݕ݃ݎ݁݊ܧ ൌ ∑ ݃௞ሺ ௜ܸ

ଶ ൅௅
௞ୀଵ ௝ܸ

ଶ െ 2 ௜ܸ ௝ܸ ௜ߠሺݏ݋ܿ െ  ௝ሻሻ (1)ߠ
where, ௜ܸ , ௝ܸ: Voltages at ith and jth bus; 
݃௞: real part of admittance matrix; 

 
L: Total number of bus; 
௜ߠ  ௝: Phase angle of ith and jth busߠ,
 

ܳ௜
௠௜௡೔೔

೘ೌೣ

 ; (Reactive power constraints): ௜ܸ
௠௜௡೔೔

೘ೌೣ

; 

(Voltage magnitude constraints):ܳ݃௜
௠௜௡೔೔

೘ೌೣ

 ; 
(Reactive generation constraints)  

 
The total working expense can be given as: 

ை்஺௅்ݐݏ݋ܥ ൌ ௌ௏஼ܥ ൅ ஼ௌ஼்ܥ ൅ ௅௢௦௦                  … (2)ܥ
 

 
where ݐݏ݋ܥௌ௏஼  ,௅௢௦௦ are the SVC’sݐݏ݋ܥ ஼ௌ஼and்ݐݏ݋ܥ ,
TCSC’s and Loss cost respectively and given as: 
ௌ௏஼ݐݏ݋ܥ ൌ 0.0003ሺ1ܨሻଶ െ 0.305ሺ1ܨሻ ൅ 127.38  
($/kVar)                                                               … (3) 
 
஼ௌ஼்ݐݏ݋ܥ ൌ 0.0015ሺ2ܨሻଶ െ 0.7130ሺ2ܨሻ ൅ 153.75 
($/kVar)                                                               … (4) 
 
௅௢௦௦ݐݏ݋ܥ ൌ 0.06 ൈ 8760 ൈ 10ହ ൈ
 ௅௢௦௦($/kVar)                             … (5)ݕ݃ݎ݁݊ܧ
 

The equations resulting from the flow of real and 
reactive power between buses i and j in the wake of 
joining FACTS would show up as: 
 

௜ܲ௝ ൌ ௜ܸ
ଶ݃௜௝

′ െ ௜ܸ ௝ܸሺ݃௜௝
′ ݏ݋ܿ ௜௝ߠ ൅ ܾ௜௝

′ ݊݅ݏ      ௜௝ሻߠ
… (6) 

 
ܳ௜௝ ൌ െ ௜ܸ

ଶܾ௜௝
′ െ ௜ܸ ௝ܸሺ݃௜௝

′ ݊݅ݏ ௜௝ߠ െ ܾ௜௝
′ ݏ݋ܿ   ௜௝ሻߠ

… (7) 
 

௝ܲ௜ ൌ ௝ܸ
ଶ݃௜௝

′ െ ௜ܸ ௝ܸሺ݃௜௝
′ ݏ݋ܿ ௜௝ߠ െ ܾ௜௝

′ ݊݅ݏ  ௜௝ሻ     … (8)ߠ
 
ܳ௝௜ ൌ െ ௝ܸ

ଶܾ௜௝
′ ൅ ௜ܸ ௝ܸሺ݃௜௝

′ ݊݅ݏ ௜௝ߠ ൅ ܾ௜௝
′ ݏ݋ܿ  ௜௝ሻ  … (9)ߠ

 
where, g’ and b’: real and imaginary parts of Ybus 
with the incorporation of FACTS,  
 

௕ܻ௨௦
′ ൌ ݃′ െ ݆ܾ′	ሺ10ሻ               … (10) 

 
By then, load flow is simulated with this changed 

Ybus in calculating the objective function for each 
iteration's population in the instances of GA, PSO, 
GSA and TLBO methods. 
 
Proposed Approach 

Two different recently proposed heuristic 
optimization techniques i.e. GSA and TLBO have 
been implemented for optimal position and size of 
FACTS. These techniques have shown achievement 
in solving the optimization problem. A brief 
explanation of these techniques is given below. 
 
GSA 

GSA is an analytical technique that depends on the 
gravitational law of physics. It provides an efficient 
optimized solution for a non-linear problem. 

Let there will be N number of variable 
string/masses having  K dimension.  

 
 

Fig. 2 — Simple diagram of TCSC 
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௜ܺ ൌ ሺݔ௜
௝ . . . , ௜ݔ

ௗ . . . , ௜ݔ
௞ሻ                                      … (11) 

 
where i=1, 2, 3…..N 

G(t), the gravitational constant  is calculated by: 
 

ሻݐሺܩ ൌ ௢݁ܩ
ିఉ

೟
೅                                      … (12) 

 
where β: is a constant; T: maximum iteration/Time.  

Fij(t), gravitational force following up on the two 
masses 'i' and 'j' at iteration/time 't' can be stated as: 
 

௜௝ܨ
ௗሺݐሻ ൌ ሻݐሺܩ ൈ

௠௔௦௦೛೔ሺ௧ሻൈ௠௔௦௦ೌೕሺ௧ሻ

ோ೔ೕାఌ
ൈ ሺݔ௜

ௗሺݐሻ െ ௝ݔ
ௗሺݐሻሻ  

                                                                        … (13) 
 
where masspi and massaj: passive and active 
gravitational mass of ‘i’ and ‘j’ respectively. Rij(t) is 
the euclidiean space between the mass ‘i’ and 
‘j’,which may be defined as: 
 
ܴ௜௝ሺݐሻ ൌ || ௜ܺሺݐሻ. ௝ܺሺݐሻ||  … (14) 
 

The overall force following up on the mass of the 
dimension d can be calculated as: 
௜ܨ
ௗሺݐሻ ൌ ∑ ݊ܽݎ ௝݀ ൈ

ே
௝∈௄௕௘௦௧,௝ஷ௜ ௜௝ܨ

ௗሺݐሻ … (15) 
 

The overall mass of the variable string is dependent 
on its fitness value in the function and can be 
evaluated as: 
 

ሻݐ௜ሺݏݏܽܯ ൌ
௠௔௦௦೔ሺ௧ሻ

∑ ௠௔௦௦ೕሺ௧ሻ
ಿ
ೕసభ

                                   … (16) 

 
where, mi (t) is given as: 
 

݉௜ሺݐሻ ൌ
௙௜௧೔ሺ௧ሻି௪௢௥௦௧ሺ௧ሻ

௕௘௦௧ሺ௧ሻି௪௢௥௦௧ሺ௧ሻ
                                    … (17) 

 

where, fiti(t) , best (t) and worst (t) are fitness, best 
and worst values at time ‘t’ respectively. 
 

The acceleration of the variables/masses is needed 
to be calculated to determine the velocity of the 
variables/masses. The acceleration can be given as: 

 

ܽ௜
ௗ ൌ

ி೔
೏ሺ௧ሻ

ெ೔೔ሺ௧ሻ
																																																												… (18) 

 
Velocity of the variable string /masses will be 

modified by the given equation: 

ݐ௜ሺݕݐ݅ܿ݋݈ܸ݁ ൅ 1ሻ ൌ ௜݀݊ܽݎ ൈ ሻݐ௜ሺݕݐ݅ܿ݋݈ܸ݁ ൅ ܽ௜ሺݐሻ… (19) 
 
where, Velocityi (t) : velocity and ai(t) : acceleration 
at time ‘t’ for ith iteration. randi : random number in 
[0,1]. 

Similarly, the position of variables will be updated 
as: 
 

௜ܺሺݐ ൅ 1ሻ ൌ ௜ܺሺݐሻ ൅ ݐ௜ሺݕݐ݅ܿ݋݈ܸ݁ ൅ 1ሻ        … (20) 
 

By updating the string variables we can minimize 
our objective function. 
 
TLBO 

The TLBO algorithm depends on the teacher-
student learning process into a classroom. Algorithm 
is basically population dependent. The algorithm has 
two phases of learning: (i) teaching phase/mode and 
(ii) learning phase/mode. The advantage of this 
technique is that it doesn't require the tuning of the 
different controlling parameters as compared to other 
popular optimization techniques. It just relies upon 
the population size and the number of cycles. 
 
Teaching Mode 

The teaching mode is motivated by the teaching of 
the teacher in the classroom. The teacher being the 
most experienced person in the classroom conveys his 
wisdom to the students. He tries to strengthen the 
mean understanding of the students. The 
understanding gained by the students depends on the 
way the teacher teaches and the students learn. 
Consider, there are 'n' number of students (population 
size, S = 1,2,3,4...n). Also the number of subjects can 
be defined as 'm' (i.e. variables, g = 1, 2, 3, 4…m). At 
any teaching cycle 'i' the result mean of a student in 
any particular subject 'g' can be calculated as Mg,i. The 
difference between the teacher's performance and the 
average outcome of the students' learning can be 
expressed as: 
 
௚,௜݊ܽ݁݉_݂݂݅ܦ ൌ ௜ሺݎ ௚ܺ,௦௕௘௦௧,௜ െ ிܶܯ௚,௜ሻ          … (21) 

 
where, ri : arbitrary random number within [0,1]. The 
TF value is taken as '1'. Xg,kbest,i: best result (the 
teacher's result in gth subject). From the difference 
mean the initial population is updated under the 
teaching mode as: 
 
௚,௦,௜ݓ݁݊ܺ ൌ ௚ܺ,௦,௜ ൅ ݂݂݀݅_݉݁ܽ݊௚,௜                  … (22) 
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where, the Xnew,g,s,i: updated population form of 
Xg,s,i. it ought to likewise be noticed that if the 
updated population gives the improved results,  
the population will be taken to the learning  
mode only. 
 
Learning Mode 

This algorithm is based on the sharing of 
knowledge by the students among themselves. The 
knowledge of the students also increases by 
interaction and discussions. In this phase, two random 
students (i.e. population, say R and S) are selected 
and their learning is compared. The more 
knowledgeable student shares his knowledge with the 
other. If student ‘R’ is better than student ‘’S’, then 
‘R’ can be updated as: 
 

௚ܺ,ோ,௜೙೐ೢ ൌ ௚ܺ,ோ,௜ െ ݀݊ܽݎ ൈ ሺ ௚ܺ,ோ,௜ െ ௚ܺ,ௌ,௜ሻ    … (23) 
Else, 

 

௚ܺ,ௌ,௜೙೐ೢ ൌ ௚ܺ,ௌ,௜ െ ݀݊ܽݎ ൈ ሺ ௚ܺ,ௌ,௜ െ ௚ܺ,ோ,௜ሻ     … (24) 
 

By the exchange of knowledge among students the 
population is improved and better results can be 
obtained. As many times both the modes are 
executed, the knowledge gets improved and the 
required optimum solution can be obtained.  
 
Results and Discussion 

The simulation of the PSO, TLBO, GA and GSA 
algorithms is evaluated on an IEEE 30-bus network. 

The performance of the network is assessed using all 
the techniques for 100 iterations to reconfigure the 
reactive power flow, voltage magnitude enhancement, 
minimization of operating cost and transmission loss 
for various reactive loading cases. The programs are 
executed on MATLAB 2015a and simulated on 4GB 
RAM, 1.2 GHz core i5 processor.  

The location of various variables including the 
existing and FACTS are presented in Table 1. In 
Table 2 the flow of reactive power in the branches for 
different loadings are presented. The voltage level of 
the nodes where SVCs were present is given in  
Table 3. The energy loss in the network before and 
after the installation of FACTS is presented in  
Table 4. The total network operating costs before and 
after the placement of SVC and TCSC are given in 
Table 5.  

It is clear from Table 1 that the position for the 
installation of SVCs and TCSCs is obtained from the 
load flow analysis. It is clear from Table 2 that the 
flow of reactive power in the lines has decreased after 
placing FACTS. The optimal placement of the 
FACTS device has brought about a re-dispatch power 
flow in the lines. From Table 3, we can see that there 

Table 1 — Location of variable in the system 

TCSC’s in 
lines 

SVC’s at bus Transformer tap 
branch locations 

Bus Generator 
locations 

25, 41, 28, 5 21, 7, 17, 15 6–9, 6-10, 4–12, 
28–27 

2, 5, 8, 11, 13 

Table 2 — Flow of reactive power in lines at different loadings using different optimization techniques 

Line No. 100% loading 110% loading 120% loading 

Initial Q-flow Q-flow using  GSA and 
TLBO 

Initial Q-flow Q-flow using  GSA and 
TLBO 

Initial Q-flow Q-flow using  GSA and TLBO 

27 0.0939 GA 0.1939 0.1037 GA 0.2945 0.1135 GA 0.0987 
PSO 0.0060 PSO 0.0065 PSO 0.0584 

TLBO 0.2018 TLBO 0.0065 TLBO 0.0924 
GSA 0.1610 GSA 0.3481 GSA 0.2645 

9 0.0731 GA 0.0168 0.0762 GA 0.0713 0.0793 GA 0.0631 
PSO 0.1431 PSO 0.1442 PSO 0.1104 

TLBO 0.1599 TLBO 0.1442 TLBO 0.1775 
GSA 0.0284 GSA −0.1899 GSA 0.0384 

26 0.0608 GA 0.0648 0.0633 GA 0.0508 0.0659 GA 0.0425 
PSO −0.0289 PSO −0.0508 PSO 0.0280 

TLBO 0.0758 TLBO 0.0508 TLBO 0.0518 
GSA −0.0056 GSA 0.0443 GSA 0.0429 

18 0.0507 GA 0.0427 0.0591 GA 0.0549 0.0675 GA 0.0507 
PSO −0.0085 PSO 0.0409 PSO −0.0448 

TLBO 0.0192 TLBO 0.0409 TLBO 0.1028 
GSA −0.0854 GSA 0.0054 GSA −0.0250 
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is an improvement in the bus voltages where SVCs 
are placed even for the higher loading. There is a 
significant loss reduction in the system using different 
optimization techniques after placing FACTS, as is 
clear from Table 4. It is shown in Table 5 that there 
are net savings in the total system’s operating cost 
after the placement of SVC and TCSC.  

The variation in energy loss with PSO, TLBO, GA and 
GSA based techniques at 120 percent reactive loading are 
presented in Fig. 3. The variation in the operating cost 
with PSO, TLBO, GA and GSA based techniques at  
120 percent reactive loading is shown in Fig. 4. 

The Wilcoxon Signed rank test and the pairwise 
Sign test are both employed to confirm the GSA's 
supremacy. Indeed, the Sign test and the Wilcoxon 
Signed rank test are two well-known non-parametric 
statistical tests, have been proposed for comparing the 
two heuristic approaches pairwise. To ensure a fair 
comparison, we ran the test for 20 times with each 
algorithm. In Table 6 the required minimum number 
of victories significance levels of α=0.05 and α =0.01 
for one algorithm over another are presented. The 
outcomes when the energy loss were used as the 
victorious parameter is presented in Table 7. It is 
revealed from Table 8 that the GSA-based model has 
a significant advantage over the other models, with a 
magnitude of α =0.05. 

Sign test p-value and h-value with loss of energy as 
the triumphant parameter in given in Table 9. 
Similarly, the Friedman test is often used, which is  

Table 3 — Bus Voltage using TLBO and GSA techniques for various reactive loadings 

SVC in 
Bus 

100% loading 110% loading 120% loading 

Initial Voltage Bus Voltage using GSA 
and TLBO 

Initial Voltage Bus Voltage using GSA 
and TLBO 

Initial Voltage Bus Voltage using GSA and 
TLBO 

21 
 

1.0311 
 

GA 1.0658 1.0265 GA 1.0659 1.0219 GA 1.0873 

PSO 1.0860 PSO 1.0641 PSO 1.1089 

TLBO 1.0303 TLBO 1.0241 TLBO 1.1089 

GSA 1.0245 GSA 1.0134 GSA 1.0060 

7 1.0085 

GA 1.0102 1.0076 GA 1.0095 1.0066 GA 1.0093 
PSO 1.0149 PSO 1.0139 PSO 1.0089 

TLBO 1.0065 TLBO 1.0039 TLBO 1.0089 
GSA 1.0034 GSA 1.0013 GSA 1.0034 

17 1.0364 

GA 1.0677 1.0324 GA 1.0682 1.0283 GA 1.0869 
PSO 1.0926 PSO 1.0724 PSO 1.1047 

TLBO 1.0454 TLBO 1.0424 TLBO 1.1047 
GSA 1.0190 GSA 1.0280 GSA 1.0190 

15 1.0306 

GA 1.0640 1.0271 GA 1.0653 1.0235 GA 1.0796 
PSO 1.0920 PSO 1.0721 PSO 1.1006 

TLBO 0.0569 TLBO 1.0321 TLBO 1.1006 
GSA 1.0145 GSA 1.0110 GSA 1.0745 

 

 

Table 4 — Comparative statement of energy loss for various reactive loading with TLBO and GSA 
Loading Energy Loss (p.u.) 

Initial loss With GA With PSO With TLBO With GSA 
100% 0.0711 0.0441 0.0436 0.0461 0.0363 
110% 0.0716 0.0473 0.0447 0.0470 0.0369 
120% 0.0721 0.0499 0.0450 0.0476 0.0383 

 
 

Table 5 — Operating Cost at various loadings using  
optimization techniques 

Loading 
(%) 

Initial 
operating 
cost ($) 

Optimization 
techniques 

Operating Cost 
using optimization 

techniques ($) 

Net saving 
($) 

100  
37,37,016 

GA 23,81,395 13,55,621 
PSO 23,21,663 14,15,353 

TLBO 24,54,400 12,82,616 
GSA 19,36,961 18,00,055 

110 37,63,296 GA 25,35,488 12,27,808 
PSO 23,79,500 13,83,796 

TLBO 25,00,900 12,62,396 
GSA 19,68,553 17,94,743 

120 37,89,576 GA 26,69,664 11,19,912 
PSO 23,95,240 13,94,336 

TLBO 25,29,500 12,60,076 
GSA 20,41,065 17,75,511 
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Table 8 — Sign test using loss of energyas a victorious parameter 

Comparison p-value h-value 

GSA with GA 0.0008 1 

GSA with PSO 0.0004 1 

GSA with TLBO 0.0009 1 

 
 

Fig. 3 — Variation in energy loss with PSO, TLBO, GA, and GSA at 120 percent reactive loading 
 

 
 

Fig. 4 — Variation in operationg cost with PSO, TLBO, GA, and GSA at 120 percent reactive loading 
 

Table 6 — Minimum number of wins required to achieve significance levels of α=0.05 and α =0.01 

No. of cases 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 

ߙ ൌ 0.05 5 6 7 7 8 9 9 10 10 11 12 12 13 13 14 15 15 16 17 18 18 

ߙ ൌ 0.01 5 6 6 7 7 8 9 9 10 10 11 12 12 13 13 14 14 15 16 16 17 

Table 7 — Critical value for the two tailed sign tests achieved	
		α ൌ 0.05	and α ൌ 0.01using loss of energy as victorious parameter 
GSA GA PSO TLBO 
Wins (+) 20 18 17 
Loss (−) 0 2 3 
Detected 
difference 

ߙ ൌ ߙ 0.05 ൌ ߙ 0.05 ൌ 0.05 
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similar to the paired t-test in statistical procedure 
and is commonly used to detect dominance activity 
between the two algorithms. In Tables 10 and 11 
comparision of the performance of all algorithms  
is given. 
 
Conclusions 

In this paper, GSA and TLBO have been 
successfully tested and implemented for reactive 
power management by minimizing the energy loss 
along with the reduction in the overall cost of the 
system. Two other optimization techniques, like GA 
and PSO have also been used to solve the 
aforementioned problem. According to the simulation 
results the proposed GSA approach gives superior 
performance in terms of flexibility, operating cost, 
minimizing loss of energy as compared to the other 
three approaches. Furthermore, statistical testing, such 
as the Sign test and Friedman test have also been 
conducted to assess the dominance of the proposed 
GSA over the others.  
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