Introduction

*Aspergillus niger* fungi belong to the class called Conidiophores, a type of organism which forms hyphae otherwise known as conidia. The size of fungi can range from 900 to 1600 μm. It has rough spherical conidia measuring 3 to 5 μm. It is a group of filamentous fungus which can be easily cultivated in laboratory conditions. So, it is widely used extensively studied group of fungus.

Over 300 million people worldwide are affected by parasitic fungal infection. From this, 25 million people lose their life or sight. More than 1.5 million individuals die each year from fungal illnesses. In the scientific realm of medicine, the identification of fungal species is a more challenging task as signs and symptoms are asymmetric and non-specific. On an average, the current wet-lab method of fungal identification required at least 72 hours. Losing these golden hours is proven to be precious in clinical settings, generally resulting in the loss of lives. On the other side, most fungi species are more useful for the industries to produce food enzymes. Early and precise diagnosis allows for rapid antifungal treatment; nevertheless, treatment is frequently delayed or unavailable. This results in mortality, major chronic illness, or blindness. Aspergillosis is the disease caused due to inhalation of *Aspergillus* spores which are present in most indoor as well as outdoor settings. Most people breathe in fungal spores every day but those having weak immune systems get infected. Initially, it starts from the lungs or sinus and spreads to other parts of the body. There are 180 species of *Aspergillus* species identified, from these the most common cause of *Aspergillus* infections is *A. fumigatus*, *A. flavus*, *A. terreus*, and *A. niger*.

Invasive Pulmonary Aspergillosis recognized as a next subsequent disease, the most serious manifestation of coronavirus disease 2019. The WHO reported that over 40 million peoples worldwide got infected by COVID-19 and almost more than 1.1 million people have died. About 40% of hospitalized patients with COVID-19 symptoms develop COVID-19 Associated Pulmonary Aspergillosis (CAPA). This super infection is associated with high
mortality rate. According to the report, 35% of the patients who have invasive pulmonary aspergillosis lead to highest mortality rate. 3–6

This Fungus is commonly found in decaying vegetables or soil and plant. Since it is a type of mould, it is attributed to the cause of pneumonia. This Fungus also forms like a black mould on the outside part of foods such as onion, grapes, apricot and so on.

The genome sequence of A. niger is very important to produce citric acid and also for industrial enzymes such as amylases, proteases, and lipases. These enzymes are very useful for industries because it can be transformed into food enzymes. A. niger is also utilized for biotransformation as well as waste management. If the A. niger cultivated and adapted correctly, then it is very useful for the food industry because of high transfructosylating activity of the enzymes within its surface. 7

Another important application of A. niger is safe dye removal because of the advantage of its bio absorption abilities. 8 Congo Red dye removal generally requires a certain amount of washing by harmful dye removing substances once the waste water collected and autoclaved, but this can be done easily by simply adding A. niger colonies which absorbs the dye.

Polymerase chain reaction, nucleic acid probe technology, and plate count method are some of the classic methods for detecting fungal infection. 9 These methods are quite costly since they necessitate specialized equipment as well as the use of skilled experts to do the task. This complex analysis was carried out by a scientist using a powerful microscope, and other researchers may employ the electromagnetic spectrum to detect fungus infection. To obtain accurate and reliable prediction, high-end equipment, expert labour and high processing time are required. The screening of fungi requires a large amount of time but in the same duration, the fungi grow enormously. As a result, industries want quick, precise, and instantaneous results, prompting us to seek for a machine learning solution to this challenge.

Many research works were carried out on the classification of micros by employing convolutional neural network. The work of Dong et al. 18, utilizing a wide-field microscope and recorded larval zebra fish brain Z-stack pictures, suggested a method to identify cells that contain Tyrosine Hydroxylase. A supervised max pool convolutional neural network was utilized to recognize cellular pixels that had been preselected by a support vector machine classifier in this study.

Malon et al. 19, utilized already learned features of convolutional neural network along with manually designed nuclear features to identify all mitotic figures from the hematoxylin and eosin-stained tissues. Tahir et al. 20 suggested a CNN model to classify five species of fungi, including Versicolor, Eurotium, Cladosporium, Penicillioide, Restrictus with a 94.8% accuracy.

The main benefit of this work is to propose an efficient method for recognition of Aspergillus niger fungus, which is based upon pre-trained model such as VGG16Net and proposed algorithm named as Modified Backpropagation Algorithm using Inertia
and Legendre Polynomial (MBPI – LP). It demonstrated the effectiveness of Principal Components by applying PCA for global features determined from fully connected layers. The experimentation was done on features derived at various levels of fully connected layer and showed that FC6 determined features best for classification when compared to FC7 and FC8. The rest of the paper contains materials and methods followed by results and conclusion.

**Materials and Methods**

**Image Acquisition**

This section elaborates the category of fungus targeted in this research and how its images were collected. The setup of the system is also elaborated here.

A thorough study was conducted to know about different type of fungus infections which includes the study about its origin, colonies, nomenclature and occurrence of particular types of fungus. The fungi are classified as kingdom because fungi are microbes and are eukaryotes. Because of its unique characteristics, fungi have been placed separate from animal and plant kingdom. The statistics shows that in this world 7 00 000 to 5 million types of fungi are available.21 This work abundantly focused on detection of *A. niger* because of its need in multipurpose industrial applications and threats to the human life due to the disease causing potential.

Lyophilized culture of *A. niger* (MTCC ID: 8652) was obtained from Microbial Type Culture Collection, Chandigarh, India. These lyophilized cultures were dissolved in sterile distilled water and were cultivated as broth culture in Potato Dextrose Broth and recovered after the prescribed incubation period of 7 days. After 7 days at 25°C, the cultivated cultures were inoculated on Agar plates containing 10 different medium viz. CzapekDox, Potato Dextrose, Sabouraud Dextrose, V8 Juice, Wickerham, Lignocellulose, 2% YES medium, 0.7% YES, Malt extract, and Emmon’s culture.22 Fungal growth requires a slightly acidic environment. Hence, the medium were tested for pH and were adjusted accordingly with 1N HCl. After 7 to 11 days of incubation, the mycelia formed on the plate were taken on a glass slide and stained with Lactophenol Cotton Blue dye, for observation and documentation. Binocular research microscope (Labomed, Vision-2000, India) equipped with trinocular head fitted with digital camera was used for photo documentation of micromorphology of the fungus at 400 X resolution.23 Totally 1500 sample images were obtained at 400 X resolution. Some of the sample fungi images used for classification are shown in Fig. 1(a) – (c).

**Principal Component Analysis (PCA)**

PCA is a statistical technique for feature extraction and most powerful unsupervised technique for dimensionality reduction. It is a procedure used to transform the dependent correlated variables into independent uncorrelated variables and it is termed as Principal Components. Generally, the first component covers the maximum variance of the data, followed by the succeeding components which account the remaining variance of the variables as well. The procedure for PCA is as follows:

**Step 1:** Normalize the dataset by subtracting the means of each and every attribute  
**Step 2:** Compute the Covariance matrix  
**Step 3:** Compute the Eigen values and Eigen vector  
**Step 4:** Find the diagonal matrix whose diagonal elements are square root of the Eigen values.  
**Step 5:** Compute the factor structure  
**Step 6:** Compute the factor score where each and every column of the output matrix are called principal components

**Deep CNN Features**

To obtain CNN features, first, select the suitable CNN model. The robust model widely used in much visual recognition task is VGG16Net. Since the VGG16Net model showed its promising result in many computer vision applications, this work adopted the deep VGG16Net model and interestingly the domain is not trained by fungi image dataset.

The architecture of VGG16Net model consists of 5 blocks of convolutional layer and each convolution followed by max-pooling layer. There are 3 fully connected layers. The convolution layers generate features by convolving the input using the bank of linear filters and it is followed by rectification layer used to apply non-linearity on the feature maps. The
feature maps of last convolution layer are smaller in size such as $14 \times 14$ and larger in number such as a number of features are 512 whereas the first convolution layer are larger in size $224 \times 224$ and smaller in a number of feature such as 64. Finally, the last three fully connected layers process the features with linear operation followed by ReLU activation function. The first two FC layers return 4096-dimensional vector while last FC layers yield a vector of dimension 2622. The convolution layers yield low, medium and high-level features along with their spatial information while the fully connected layers return global features which discard spatial information.

Inertia

Inertia’s law states that,
1) The body or object at rest remains at rest.
2) If an object moves in a straight line at a uniform speed, then keep moving in a straight line.

Inertia’s momentum is computed using the following formula,

$$ L = \frac{1}{2} \times m r^2 $$  \hspace{1cm} (1)

where, $L$ is inertia, $m$ is mass and $r$ is the distance between the object and the axis of rotation.

Legendre Polynomial

In the field of Mathematics, Legendre Polynomial is a system of complete and orthogonal polynomial that has a vast number of properties useful for many applications. In the field of Artificial Intelligence, Legendre Polynomial based Neural Network was proposed for function approximation problem because of its recurrence relationship. It involves less computation when compared with trigonometric equations. The Legendre Polynomial are defined by $L_n(x)$ where $n$ is the order and the Value of $x$ lies between $-1$ to $+1$ is the argument of the Polynomial. The first few Legendre Polynomials are:

$$ L_0(x) = 1 $$

$$ L_1(x) = x $$

$$ L_2(x) = \frac{1}{2} (3x^2-1) $$

$$ L_3(x) = \frac{1}{2} (5x^3-3x) $$  \hspace{1cm} (2)

The recursive formula is used to generate higher order Legendre Polynomials are expressed as

$$(2n + 1) \times L_n(x) = (n + 1)L_{n+1}(x) + nL_{n-1}(x) $$  \hspace{1cm} (3)

Existing State-of-the-art Techniques

Softmax Classifier

In general, hinge loss and squared hinge loss are used commonly when trained machine learning or deep learning models. But nowadays, there is widely used another loss function and classifier in deep learning models are cross-entropy loss and softmax classifier. It allows quantifying how much good or bad the classification function correctly classified the data points in the dataset. The last layer in the deep learning models are softmax classifier that returns the probability scores for each class label.

Step 1: Input (a): Feed each and every input vector to network a, from the dataset A where A belongs to $R^{m \times n}$.

Step 2: Intermediate layer output: compute linear operation between layers and apply activation function to find the output of the layers. For each $g = 2, 3, ..., G$

Calculate

$$ h^g = W^g s^{g-1} + b^g $$  \hspace{1cm} (4)

where, $h$ is the intermediate layers, $W$ is the weight matrix and $G$ is the number of layers.

Step 3: Apply activation function to get the output of the intermediate layers

$$ s^g = \sigma (h^g) $$  \hspace{1cm} (5)

where, $\sigma$ is the relu activation function.

Step 4: Output Error: calculate the vector,

$$ \delta^G = \delta \sigma (S^G) $$  \hspace{1cm} (6)

Step 5: Backpropagate the error:
For each $g = G - 1, G - 2, ..., 2$
compute

$$ \delta^g = W^T \delta^{g+1} \sigma ' (S^g) $$  \hspace{1cm} (7)

Step 6: Output: Loss functions gradient is computed by

$$ \frac{\partial \rho}{\partial W^g_{jk}} = s_k^{g-1} \delta_j^g $$  \hspace{1cm} (8)

Backpropagation (BP) Algorithm

The backpropagation algorithm is the widely used algorithm to implement supervised learning tasks. The algorithm approximates a uni-directional mapping from $r$-dimensional input space to $s$-dimensional output space where $r$ and $s$ are the numbers of input and output variables. Learning is accomplished by updating the weight connection between the layers using error feedback from the training samples.

BP Algorithm with the Single Term

In general, the BP algorithm contains a single term in the weight updation rule called Learning rate. The learning rate is used to fasten the convergence speed of the network. The number of epochs taken to reach
the minimum error depends upon the value of the learning rate. If it is maximum, then there is a possibility of missing the global minima value. Network learning becomes very slow if it is a small value. Finding the optimum value for the learning rate is the most important task in the learning process.

BP algorithm weight updation rule using the single term,

\[ U(t + 1) = U(t) + \alpha \times \delta_j \times x_l \]  \quad \ldots \quad (9)

where, \( U \) is the weight vector, \( \alpha \) is the learning rate, \( \delta_j \) is the gradient, and \( x \) is the input vector.

**BP Algorithm with the Two Terms**

In a two-term BP algorithm, the first term is the Learning rate and the second term is the Momentum. Momentum is used to accelerate the speed of the network convergence and increase its generalization capability. The addition of momentum term smooths out the oscillatory behavior and increases the speed of the network.

Weight updation rule of BP algorithm with learning rate and momentum as,

\[ U(t + 1) = U(t) + \alpha \times \delta_j \times x_l + \beta \times U(t - 1) \]  \quad \ldots \quad (10)

where, \( \alpha \) is the learning rate and \( \beta \) is the momentum factor.

**Proposed Method: BP Algorithm with the Three Terms**

The major limitation of the BP algorithm with one and two terms is the presence of temporary, local minima resulting from the saturation behavior of activation function and slow convergence rate. The third term of Legendre Polynomial given in Eq. (2) substituted in Eq. (1), given the following equation,

\[ \text{Inertia} = (1/2 \times (1/2(3;^2 - 1)) \times (U(t) - U(t - 1))^2 \]  \quad \ldots \quad (11)

where, \( \gamma \) is the inertia term expanded in the form of Legendre Polynomial third term given in Eq. (2) and \( r \) in Eq. (1) represented as the difference between current weight and old weight of the hidden layer respectively. As a third term in the weight updation rule between input layers to hidden layer, Eq. 11 is used.

**Proposed Algorithm**

The set of algorithms for the modified VGG16Net model using PCA and Legendre Polynomial are described in the following section:

**Algorithm 1: Feature Extraction using VGG16Net**

Input:

Deep model used for feature extraction is VGG16Net. Input images from Gallery with class labels \((I_1, C_1), (I_2, C_2), (I_3, C_3), \ldots, (I_n, C_n)\), where \( I \) is the input image and \( C \) is the corresponding label

Output:

Features for Prediction

Process:

1. For \( k = 1 \) to \( N \):
   2. Model = VGG16Layers()
   3. Features = extract \((I_k, \text{layer} = \text{FC6 or FC7 or FC8})\)
   4. \( \mathbf{R}_k = \text{vectorize} \text{(features)} \)
   5. \( \mathbf{R} = \mathbf{R} + \mathbf{R}_k \)

   where, \( N \) is the total number of Input images, \( \mathbf{R} \) is the matrix of input vectors for principal component analysis.

**Algorithm 2: Extracting Principal Components**

Input:

Input obtained by applying Algorithm 1

Output:

Principal Components

Process:

1. Normalize the input vector \( \mathbf{R} \)
   \[ \mathbf{R} = \frac{\mathbf{Z} - \mathbf{Z}}{\sigma} \]  \quad \ldots \quad (12)

   where, \( \sigma \) denotes standard deviation and \( \mathbf{Z} \) is the mean.

2. Compute Correlation Matrix
   \[ \text{cor}(r_1, r_2) = \frac{\text{cov}(r_1, r_2)}{\sigma_1 \sigma_2} \]  \quad \ldots \quad (13)

   where, \( \text{cov}(r_1, r_2) \) is the covariance matrix

3. Calculate Eigen Value
   \[ \text{Det}[A - \lambda I] = 0 \]  \quad \ldots \quad (14)

   Compute Eigen Vector
   \[ [A - \lambda I] [V] = 0 \]  \quad \ldots \quad (15)

   Compute diagonal matrix whose diagonal factors of a diagonal matrix are the square roots of Eigen Values

4. Find the factor structure using the formula,
   \[ S = VL \]  \quad \ldots \quad (16)

   Where \( V \) is the Eigen Vector and \( L \) is the Diagonal Matrix

5. Find Coefficient Matrix \( B \),
   \[ B = VL^{-1} \]  \quad \ldots \quad (17)

   Compute factor score by
   \[ F = ZB \]  \quad \ldots \quad (18)

   where, \( Z \) is the Standard Score for the Dataset input vector \( X \) and obtained by using the formula,

   \[ Z_i = \frac{R_i - M}{SD} \]  \quad \ldots \quad (19)
where, M and SD denotes mean and Standard Deviation respectively. From matrix \( Z_i \) keep \( m \) principal component analysis which covers 95% of variance.

**Algorithm 3: Modified Backpropagation Algorithm using Inertia and Legendre Polynomial**

**Input:**
Principal Components in the form of Input vector obtained using Algorithm 2.

**Output:**
Classification score

**Process:**
1. Divide the dataset into samples for training (70%) and testing (30%).
2. Feed the input vectors to the input layer from each training pattern set \( T \equiv \{ R_i, O_i \} \) where \( R_i \) is the input vector and \( O_i \) is the output vector.
3. Compute net input for each hidden node using
\[
h_j = \sum_{i=1}^{n} w_{ij} \times r_i, j = 1, 2, ..., q \quad (20)
\]
4. Calculate each hidden node's output and the sigmoid activation function \( g(.) \) expressed as,
\[
g(h_j) = \frac{1}{1 + \exp(-h_j)} \quad (21)
\]
Output node's net input can be calculated as,
\[
Z_k = \sum_{j=1}^{m} v_{jk} \times g(h_j), k = 1, 2, p \quad (22)
\]
Apply the activation function to nodes in the output layer to calculate its output.
\[
g(Z_k) = \frac{1}{1 + \exp(-Z_k)} \quad (23)
\]
Determine the output nodes gradient,
\[
g'(Z_k) = g(Z_k) \times (1 - g(Z_k)) \quad (24)
\]
Compute the following error at the output nodes
\[
\delta_k = (O_k - g(Z_k)) \times g'(Z_k) \quad (25)
\]
The error at a hidden neuron can be estimated using the formula,
\[
\delta_j = g'(Z_k) \times \sum_{k=1}^{m} \delta_k \times v_{jk} \quad (26)
\]
**Weight modification of the Output layer:**
5. Updating the weight with the momentum term,
\[
V(t + 1) = V(t) + \alpha \times \delta_j \times h_j + \beta \times V(t - 1) \quad (27)
\]
where, \( \alpha \) represents learning rate and \( \beta \) represents the momentum factor.

Proposed weight updation for Hidden layer:
6. The proposed weight updation with the term’s momentum and inertia:
\[
U(t + 1) = U(t) + \alpha \times \delta_j \times x_i + \beta \times U(t - 1) + (1/2(3\gamma^2 - 1) \times (U(t) - U(t - 1))^2 \quad (28)
\]
where, \( \alpha \) and \( \beta \) represents the learning rate and momentum factor respectively. The new term \( \gamma \) is inertia's mass term extended by Legendre polynomial using Eq. (2), assigned with a tiny positive value and \( r \) is the distance between old weight \( U(t-1) \) and new weight \( U(t) \).

Steps 3 to 11 should be repeated until the accuracy of the testing samples is 98–100%.

Algorithm 1 is used to extract the features from fully connected layers in VGG16Net model such as FC6, FC7, and FC8 respectively. From this large number of features, Algorithm 2 is used to extract Principal Components which gives significant features more relevant for prediction. Since the input dimension reduces, the computational complexity is also getting minimized. For classification, Algorithm 3 represents a proposed algorithm called Modified Third Term Backpropagation employing Inertia and Legendre Polynomial. The training continues to bring down the Mean Square Error as 0.01.

**Results and Discussion**

On a PC with an Intel core I5, \( \eta^{th} \) Generation CPU @2.50 GHz and 4 GB RAM, the intended system was constructed using Python (version 3.5) in the Spyder environment. The experiment was conducted on real time collected 1500 samples of *Aspergillus Fungus* images with the help of biological experts. The performance of the proposed system is reported based on accuracy, precision, recall and F1 score.

The VGG16Net architecture has three completely connected layers: FC6, FC7, and FC8, with FC6 and FC7 returning 4096 features respectively. There are 2622 features in FC8 respectively.

The number of principal components obtained for features FC6, FC7, and FC8 respectively that covers 95% of variance of the dataset given in Figs 2–4. After applying PCA, the dimension of FC6, FC7 and FC8 dataset reduced to 763, 954, and 242 respectively.

The performance of the existing and proposed algorithm in terms of Epoch and time to reach the targeted mean square error is given in Table 1. By observing the value given in the Table 1, proposed algorithm takes least minimum number of epochs such as 8, 11, and 27 to reaches the targeted mean
square error when compared with the other existing algorithms. The Deep Convolutional neural network with MBPI-LP gave better accuracy for the different level of features obtained from VGG16Net architecture and it is clearly depicted in Fig. 5 (a–c). The learning curve of proposed algorithm reaches the global minimum without any oscillation. Since the term Inertia added as a third term, it keeps the convergence of the network in the same direction without getting stuck in the local minima. Additionally, the term stretched as Legendre orthogonal polynomial removes the correlation and makes the weight vector as an independent one that better accelerates the network for speed convergence.

Confusion Matrix

In machine learning classification problems, the table which is used to show the performance of the classification is called confusion matrix. In statistical classification problems the confusion matrix is also called error matrix. From the name it depicts that it is used to identify confusion in between the classes. It is the summary of prediction results of classification problems. The four parameters can be derived from confusion matrix such as:

- True Positive (TP) - Both observation and prediction to be positive.
- False Negative (FN) - Actual value positive but predicted it as negative.
- True Negative (TN) - Both observation and prediction as negative.

<table>
<thead>
<tr>
<th>Deep Networks</th>
<th>Layer/No. of features</th>
<th>Epoch</th>
<th>MSE</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG16Net-SBP</td>
<td>FC6/763</td>
<td>78</td>
<td>0.01</td>
<td>3 min 54 sec</td>
</tr>
<tr>
<td>VGG16Net-SBPM</td>
<td>FC6/763</td>
<td>96</td>
<td>0.01</td>
<td>4 min 48 sec</td>
</tr>
<tr>
<td>VGG16Net-Softmax</td>
<td>FC6/763</td>
<td>22</td>
<td>0.01</td>
<td>1 min 6 sec</td>
</tr>
<tr>
<td>Proposed VGG16Net-MBPI-LP</td>
<td>FC6/763</td>
<td>8</td>
<td>0.01</td>
<td>24 sec</td>
</tr>
<tr>
<td>VGG16Net-SBP</td>
<td>FC7/954</td>
<td>62</td>
<td>0.01</td>
<td>3 min 6 sec</td>
</tr>
<tr>
<td>VGG16Net-SBPM</td>
<td>FC7/954</td>
<td>60</td>
<td>0.01</td>
<td>3 min</td>
</tr>
<tr>
<td>VGG16Net-Softmax</td>
<td>FC7/954</td>
<td>83</td>
<td>0.01</td>
<td>4 min 9 sec</td>
</tr>
<tr>
<td>Proposed VGG16Net-MBPI-LP</td>
<td>FC7/954</td>
<td>11</td>
<td>0.01</td>
<td>33 sec</td>
</tr>
<tr>
<td>VGG16Net-SBP</td>
<td>FC8/242</td>
<td>112</td>
<td>0.01</td>
<td>5 min 36 sec</td>
</tr>
<tr>
<td>VGG16Net-SBPM</td>
<td>FC8/242</td>
<td>143</td>
<td>0.01</td>
<td>7 min 18 sec</td>
</tr>
<tr>
<td>VGG16Net-Softmax</td>
<td>FC8/242</td>
<td>33</td>
<td>0.01</td>
<td>1 min 39 sec</td>
</tr>
<tr>
<td>Proposed VGG16Net-MBPI-LP</td>
<td>FC8/242</td>
<td>27</td>
<td>0.01</td>
<td>1 min 18 sec</td>
</tr>
</tbody>
</table>
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False Postive (FP) - Prediction is positive but actual value is negative

From these four parameters, three metrics can be calculated such as Precision, Recall and F1 Score.

From the Table 2, the recall value obtained by using VGG16Net-MBPI with LP is around 1 for all the test dataset. It showed that the *A. niger* positive and negative samples is at most classified correctly. This leads small number of FN in results. The precision value of VGG16Net-MBPI with LP is almost 1 for all of the experimental dataset. It demonstrates that positive samples labeled as positive are truly positive; implying that there is less FP. The F1 measure of the VGG16Net-MBPI with LP is around one for all the test dataset showed that the proposed classifier is flawless.

Table 2 — Average measures obtained from confusion matrix

<table>
<thead>
<tr>
<th>Layer</th>
<th>Algorithm</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC6</td>
<td>VGG16Net-SBP</td>
<td>0.80</td>
<td>0.90</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>VGG16Net-SBPM</td>
<td>0.83</td>
<td>0.93</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>VGG16Net-Softmax</td>
<td>0.96</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Proposed VGG16</td>
<td>0.97</td>
<td>1.00</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>Net-MBPI with LP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FC7</td>
<td>VGG16Net-SBP</td>
<td>0.79</td>
<td>0.89</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>VGG16Net-SBPM</td>
<td>0.81</td>
<td>0.91</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>VGG16Net-Softmax</td>
<td>0.81</td>
<td>0.90</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>Proposed VGG16</td>
<td>0.93</td>
<td>0.91</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>Net-MBPI with LP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FC8</td>
<td>VGG16Net-SBP</td>
<td>0.72</td>
<td>0.82</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>VGG16Net-SBPM</td>
<td>0.68</td>
<td>0.78</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>VGG16Net-Softmax</td>
<td>0.76</td>
<td>0.87</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>Proposed VGG16</td>
<td>0.96</td>
<td>0.94</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Net-MBPI with LP</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**McNemars Test**

The performance of two distinct classifiers on a single dataset can be analyzed using McNemar's test. The p-value of the proposed hybrid models lesser than 0.05 compared to the existing pre-trained models showed that there is a significant difference in terms of proportion of error exist in between the models. The results of the McNemar's test are given in Table 3.

The p-value given in the Table 3 showed that there is a different proportional error in between the two different classifiers. Since the p-value of proposed MBPI-LP is lesser than 0.05 when compared with SBP, SBPM, and Softmax classifier. It showed the better performance of the Proposed MBPI-LP.

**Comparative Analysis**

The Backpropagation (BP) algorithm is the most popular supervised machine learning algorithm. The major problem reported about the BP algorithm is slow convergence rate and entrapment of local minima. Many researchers proposed the different techniques to overcome these problems. The following is the comparative study about the existing modified versions of the Backpropagation algorithm in the literature along with the proposed MBPI-LP.

Burse et al.\textsuperscript{24} proposed the improved backpropagation algorithm to overcome the drawbacks of the existing traditional BP algorithm such as slow convergence speed and local minima...
They introduced the third factor called a proportional factor to overcome above stated issues. They tested the algorithm on benchmark binary classification dataset and showed that it takes 1000 epochs to reach the MSE of 0.0001 that is advanced than traditional BP.

Subavathi et al. proposed the adaptive modified backpropagation algorithm to increase the convergence speed and minimize the error. The author proposed the optimized learning rate between input layer to hidden layer and hidden layer to output layer respectively. The value of the learning rate is determined by computing the differential linear and nonlinear errors of output layer and hidden layer separately. It has done experiment on the proposed method on XOR and Parity checking problem.

Amiri et al. proposed the adaptive learning rate to overcome the limitation of backpropagation algorithm. Learning rate is the important parameter that decides how many epochs the model required to take to reach the global minimum point. Inappropriate value to the learning rate leads to the poor convergence rate. Hence, the author proposed the technique to adaptively set the value to the learning rate during training and it is depending on error curve changes. Three datasets have been used for the experimentation such as seeds, pima Indian diabetes and Glass. The training procedure terminates at its 100th epoch by reached its target mean square error.

Naga Ratnam et al. optimized the traditional backpropagation algorithm by introduced the adaptive learning rate. The value of the learning rate can be computed as follows. The immediate and non-linear oversights for each neuron in the yielding layer are duplicated with a subordinate of the relating neuron’s institution work. Thereafter, separated to get the flexible learning rate for the yielding layer. The proposed technique applied and tested on diabetes and heart disease prediction dataset. They showed 2000 epochs for convergence.

The authors proposed the optimized backpropagation algorithm by fine-tuning the hyper-parameters such as learning rate and weight vector. The weight vector optimized during forward pass by introducing the Nguyen-Widrow method. The value of the learning rate getting increased or decreased during backward pass based on the direction of error surface. They performed the experiment on the proposed technique to classify the file. Experimentation was done on 19 number of PDF file and it took 80 epochs for prediction.

Sornam et al. proposed the modified backpropagation algorithm by introducing the new factor Inertia as a part of weight updation. Inertia has been expanded in the form of Chebyshev orthogonal polynomial. They applied the proposed algorithm in the standard benchmark binary and multi-class classification problems. They showed proposed algorithm effectiveness by comparing it with the SBP and SBPM.

Existing Technique 1 — Introduced the third term called Proportional factor

Existing Technique 2 — Adaptive learning rate-based error in between the layers.

Existing Technique 2 — Adaptive learning rate based on changes in the error curve.

Existing Technique 2 — Adaptive learning rate based on non-linear sighs on each neuron.

Existing Technique 2 — optimize the weight vector using Nguyen-Widrow method and adaptive learning rate based on the direction of error surface.

Existing Technique 2 — Proposed third term in the weight updation rule.

The comparison between the existing and proposed modifications in the SBP is shown in Fig. 6. The comparison depends on the number of features for predictions and epochs for convergence. Existing techniques were applied to the dataset that contains a finite number of features for prediction. The proposed MBPI-LP was tested on a real-time fungi image dataset holding enormous features for prediction. But the number of epochs taken by the MBPI-LP is minimal compared with the existing techniques. Hence the proposed algorithm performed better than the existing techniques.

![Comparative chart of Proposed Vs Existing modifications in SBP](image-url)
Time Complexity

The worst-case time complexity of the proposed MBPI algorithm is obtained in terms of number of iterations performed.

\[ O(EP \times \max(n \times q, m \times q, m \times p)) \quad \cdots (29) \]

where \( n, q, \) and \( m \) represents the number of input, hidden, and output neurons respectively.

It is the time complexity for the proposed algorithm where \((n \times q)\) and \((m \times p)\) are the number of operations performed to compute the net input for hidden and output neurons respectively, whereas \((m \times q)\) is the number of times to compute the error at hidden neurons. \( EP \) is the total number of epochs taken during training for convergence. In existing softmax classifier also, the same sequence of operations are performed such as computing net input for hidden and output neurons by applying linear operation, activation function, calculate cross entropy loss, and backpropagate the error.

Hence, the time complexity of the existing softmax classifier is also same for the proposed one. But, when operations are performed such as computing net input for hidden neurons. \( EP \) is the total number of epochs taken during training for convergence. In existing softmax classifier also, the same sequence of operations are performed such as computing net input for hidden and output neurons by applying linear operation, activation function, calculate cross entropy loss, and backpropagate the error.

Hence, the proposed algorithm is 5.48 times faster than SBP, 6.5 times faster than SBPM, and 3 times faster than Softmax classifier respectively.

Conclusions

In this work, we proposed a deep learning based \( A. \ niger \) fungus detection. This work utilized a pre-trained CNN model for the extraction of features and proposed MBPI-LP used as a classifier. By considering the wealth of information returned from the activations of convolution layer, discriminative features were identified by employing an efficient dimensionality reduction technique called Principal Component Analysis. Through extensive experiment, here Modified Backpropagation Algorithm was employed using Inertia and Legendre Polynomial and its results are compared with existing softmax classifier of VGG16Net Architecture. The existing VGG16Net showed better accuracy only for the features obtained from the activation of FC6 layer whereas the MBPI-LP showed its superior performance for all the features returned from FC6, FC7 and FC8, respectively. These findings may find their application to various types of microbes available in the fungi kingdom.
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