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Intelligent Transportation System (ITS) has become the need of the day to manage heavy traffic problems due to the 
exponential growth of road transportation. This is also very much essential for building the smart cities and to improve the 
comfort of the vehicle drivers. The electric and autonomous vehicles are going to be the future transport systems for which 
we need an intelligent traffic management system. This requires a lot of growth in infrastructure. The integration of 
technologies such as Sensors, Internet of Things (IoT), Cloud Computing, etc. has to be done for this. The traffic prediction 
is one of thekey requirement for establishing the ITS. In this paper we present our study on ARIMA model with optimized 
hyper-parameter using grid search technique for traffic flow predictions. The model validation is done on the whole day 
traffic flow, morning and evening peak time traffic flow datasets. The prediction results show good performance metrics 
with RMSE of 8.953, 11.007 and 11.837 for those three datasets. 
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Introduction 

With the rapid proliferation of vehicles, the cities 
in India are facing complex traffic management 
problems.1 The transportation industry is focusing on 
the smart city applications in the recent years to 
increase the comfort of city-dwellers. This majorly 
includes the Intelligent Transportation System (ITS) 
applications such as traffic forecasting, travel time 
estimation, route estimation, accident zone prediction, 
autonomous transportations, and vehicle to 
infrastructure communication, etc.2–4 The vehicle 
delay also affects the traffic.5 Among them, the 
accurate traffic flow prediction is the most essential 
component of the Advanced Traffic Management 
Systems (ATMSs) for reducing the traffic jams and 
other unprecedented incidents on the road.6 Along 
with increased quality of life, ITS and ATMSs also 
provide safety to the valuable lives. By the integration 
of latest innovative technologies, it is possible to 
make an efficient, systemized and intelligent 
transportation system. 

With the advent of sensors, a wide variety of traffic 
sensors such as inductive loops, ultrasonic sensor, 
magnetometer, infrared sensor, microwave RADAR, 

image processors, Global Positioning System (GPS), 
RFID etc.7 are available for transportation application. 
Such sensors are the sources of traffic related data 
such as traffic flow, speed, road occupancy, traffic 
video streams, vehicle position, vehicle ID and traffic 
movement direction. 

The communication and network infrastructure is 
well established with the technological advancement. 
Also the cloud utility services opened up to a large 
storage capability on pay-for-use basis. These sensors 
are connected to the communication infrastructure 
through the gateway devices. Internet of Things 
implementation is done by connecting the sensor to 
the network infrastructure through gateway devices 
using communication protocols such as WiFi, 
WiFiMax, Bluetooth, Zigbee, 6LoWPAN.8 Thus, the 
petabytes of data is collected and stored in the IoT 
cloud platform as a big data, which is used for further 
analytics and useful predictions.9 

Most of these traffic data are available in the form 
of time series data. The traffic data thus collected 
from those sensors are applied to the data driven 
machine learning models for analysis and predicting 
different traffic parameters. 

The time series forecasting is used to predict the 
near future accurately given the past historical data. 
The short term forecasting is mostly applied for time 
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series forecasting problems such as the stock prices, 
weather prediction, electricity demand forecasting, 
etc. Similarly, the time series traffic flow forecast can 
be done with statistical, classical and modern machine 
learning techniques.  

The statistical machine learning techniques include 
Auto Regression (AR), Moving Average (MA), Auto 
Regressive Moving Average (ARMA), Auto 
Regressive Integrated Moving Average (ARIMA), 
Seasonal ARIMA (SARIMA) models, etc.10 The 
classical machine learning techniques such as Support 
Vector Machine (SVM), Naïve Bayesian, K- means, 
Hidden Markov Model, Decision trees are used for 
traffic predictions.11 The modern machine learning 
techniquesinclude deep neural networks, Recurrent 
Neural Networks (RNN), Long Short Term Model 
(LSTM), Gated Recurrent Unit (GRU), etc.12 Also the 
multivariate time series forecasting models are 
implemented with the machine learning models 
considering multiple factors for improving prediction 
accuracy.13 

In this proposed study, the ARIMA, one of the 
popular and powerful machine learning model with 
optimized hyper parameters is used to forecast the 
traffic flow. The ARIMA model has less 
computational overhead and also quite faster in real 
time traffic forecasting scenarios. Since traffic jam 
problems are very high during the morning and 
evening peak hours of the day in most of the cities, 
the forecasting is performed for different interval of 
time such as whole day traffic flow, morning 
peak time traffic flow and evening peak time 
traffic flow. The performance metrics are then 
compared.  

Literature Review 
Box-Jenkins autoregressive integrated moving 

average (ARIMA) model, one of the most successful 
statistical techniques is popular among the researchers 
for time series predictions. 

Ho et al. use ARIMA model for predicting the 
performance of chiller in a Heating, ventilation, and 
air conditioning (HVAC) system. They use a hybrid 
ARIMA – Regression model by which they could 
achieve improved prediction accuracy for the 
coefficient of chiller performance system.14 

Gocheva-Ilieva et al. present a SARIMA based 
statistical approach for forecasting the short term air 
pollution in urban areas considering various pollutants 
in the environment. They use Yeo–Johnson power 
transformation for data pre-processing and Bayesian 

information Criterion (BIC) for ARIMA model 
selection.15 

Erdem et al. study the wind speed and its direction 
forecasting using ARMA model for improvingthe 
efficiency of wind turbine operation during energy 
harvesting. They also employ Vector Auto Regression 
(VAR) models for forecasting the tuple of wind 
attributes.16 

Vu et al. propose a method to forecast the short-
term electricity demand using auto-regressive based 
time varying model. The coefficients of the auto-
regressive model is updated at a pre-set interval of 
time which improves the relationship between present 
and past values and thus enhances the prediction 
accuracy.17 Contreras et al. also use ARIMA model 
for forecasting the short term electricity prices.18 

The researchers also use this ARIMA based model 
for forecasting the road traffic related parameter such 
as traffic flow and traffic density. Alzyout et al. 
propose an ARIMA based prediction model for 
predicting the vehicles’ future GPS location with 
good accuracy and less execution time. The proposed 
framework automatically selects the suitable ARIMA 
model considering dynamic data and the prediction 
deadline.19 

Guo et al. present an ARIMA method for 
forecasting the short term hybrid electric vehicle 
velocity and the road gradient for enhancing the 
energy management and optimizing the power train 
control during horizons.20 

Ma et al. propose a hybrid statistical and machine 
learning model for short term traffic forecast. They 
develop a hybrid model NN-ARIMA with multi-layer 
perceptron neural network and ARIMA for capturing 
the network wide traffic flows and traffic features. 
Then the Multidimensional Support Vector 
Regression (MSVR) model is used toverify the 
ARIMA prediction.21 

Williams et al. present a vehicular flow forecast 
model using seasonal ARIMA process. They use 
Wold decomposition theorem and seasonal 
differencing for stationarity transformation.22 

Ding et al. predict the traffic volume with Space 
Time Auto Regressive Integrated Moving Average 
(STARIMA). This model combines the historical 
traffic data and the spatial features of an urban road 
network.23 

For optimized selection of ARIMA model 
parameter, researchers use grid search methods. 
Azari et al. choose optimum ARIMA model 
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parameters p, d and q using grid search technique for 
bitcoin price prediction with three years dataset.24 In 
another work by Azari et al. on cellular traffic 
prediction and classification with ARIMA model, 
they use the grid search method for selecting the 
parameters for the ARIMA model.25 

Even though there are many sophisticated machine 
learning techniques available for the time series 
prediction, this work focuses on ARIMA based 
statistical model which is one of the traditional and 
also efficient technique for traffic flow predictions. 
Also we propose to use the grid search method for the 
optimal hyper-parameter selection for the ARIMA 
based traffic flow prediction model. 

Proposed Methodology 
ARIMA is a statistical technique, widely used for 

the time series forecasting applications. This includes 
Autoregressive (AR), Integration (I) and Moving 
Average (MA) concepts.  

Auto Regressive AR (p) Models 
In auto regressive model, the future value prediction 

of time series data is done with the past historical 
values. The auto regressive model depends on the 
aspect that the value at time step t in a time series data 
can be represented as a function of past t-p values.  

This can be well illustrated with Eq. (1) where the 
present value in AR (p) model is computed with the 
past p values. The q is the order of the moving 
average model. 

𝑦 =𝛷 𝛷 𝑦 𝛷 𝑦 ⋯ . 𝛷 𝑦 𝑒  …(1) 

where, the value 𝑦  is the value at time t. 
𝑦 ,𝑦  , …𝑦  are the lag values till p time 
steps.𝛷 ,𝛷 , …,𝛷  are the coefficients of 
autoregressive function, 𝑒  is the time varying error 
term. 

Moving Average MA (q) Models 
The moving average model does the future value 

prediction of time series with past forecast errors as 
show in Eq. (2) for an MA model. q is the order of 
moving average model. 

𝑦 =µ 𝜃 𝑒 𝜃 𝑒 ⋯ . 𝜃 𝑒 𝑒  …(2) 

where, 𝜃 , 𝜃 , … . 𝜃 are the coefficients of moving 
average function. 

Integration (I) 
The integration makes the time series data to be 

stationary by determining the differences between the 
raw data with its past lagged data. 

ARIMA (p, d, q) Models 
The ARIMA (p, d, q) model combines the auto 

regression, moving average and integration methods. 
This shall be represented as shown in the following 
equation.26 

(1-𝛷 𝐵 𝛷 𝐵 ⋯ . 𝛷 𝐵 1 𝐵 𝑦 = 
(1+𝜃 𝐵 𝜃 𝐵 ⋯ . 𝜃 𝐵  𝑤 …(3)

𝑤  is the white noise process with zero mean and 
variance 𝜎 . The back shift operator B is given by, 
𝐵 𝑦 𝑦 . The ARIMA model is used for the time 
series traffic flow prediction because of its reduced 
computational complexity and it is a proven technique 
for the time series predictions. 

The process of our methodology for the ARMIA 
based traffic flow prediction is shown in the Fig. 1.  

Fig.1 — Proposed ARIMA based traffic flow prediction 
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Augmented Dickey Fuller Test (ADF Test) 
The ADF test is first done on the traffic flow 

dataset. The ADF test is used to verify the stationarity 
of the time series data. The null hypothesis is set as 
the traffic flow data is not stationary. Then the ADF 
test is performed and the p-value is estimated. When 
the p-value is greater than the significant value 
(p>0.05), the null hypothesis is accepted and the 
traffic flow data is considered as non-stationary. The 
transformations are then applied to the data to make it 
stationary with Box-cox transformation. When the 
p-value is less than significant value (p<0.05), the null
hypothesis is rejected and the traffic flow data is
considered to be stationary.

Once the ADF test is passed and the time series 
dataset is confirmed to be stationary, the 
autocorrelation coefficients are calculated and ACF 
and PACF plots are made to have an idea of selecting 
the ARIMA model. 

ACF and PACF 
The Autocorrelation Function (ACF) and partial 

autocorrelation function (PACF) help in choosing the 
parameters such as order p and q for the AR and MA 
models. The ACF describes the complete correlation 
of a present value at time stept of a time series data 
and its lag values at t-k. The ACF coefficients are 
computed using the Eq. (4). This coefficient is plotted 
as a bar chart called as the ACF plot.  

𝑟
∑

∑
...(4) 

The PACF describes the partial correlation, which 
is the amount of correlation of residual with the lag 
values. It does not give the complete correlation.  

Further to find an optimized hyper-parameters for 
the ARIMA model, we use grid search method with 
minimum Root Mean Square Error (RMSE). Once 
optimum hyper-parameters are identified, the model is 
built and once the parameters of the model is 
satisfactory we do the traffic predictions with the 
chosen ARIMA model. 

Data Set Description  
For our study, the PeMS traffic flow data set is 

chosen from a particular sensor station of California 
Transportation Agencies (CalTrans) Performance 
Measurement.27 One week whole day traffic flow 
data, morning peak time (9.00 AM to 11.00 AM) and 
evening peak time(5.00 PM to 07.00PM) traffic flow 
data sets are considered in this study. The whole day 
traffic flow data is plotted in the Fig. 2, the morning 

peak traffic flow is plotted in Fig. 3 and the evening 
peak traffic flow data is plotted in Fig. 4  

Time Series Components Decomposition 
The time series data may have the trend 𝑇 ,  

seasonality 𝑆  and noise 𝑅  which can be decomposed 
with additive 𝑌 and multiplicative 𝑌  models as 
shown in Eqs (5) & (6). 

𝑌  = 𝑇  + 𝑆  + 𝑅 …(5)

𝑌  = 𝑇  x 𝑆  x 𝑅 …(6)

The decomposition gives better understanding of 
the data. The decomposed data using additive 
decomposition model is shown in Fig. 5. The 
decomposition clearly depicts that the trend of the 
traffic flow repeats on each day. On each day, the 

Fig. 2 — A week long whole day traffic flow 

Fig. 3— Morning peak time traffic flow (9.00 A.M to 11.00 A.M) 

Fig. 4 — Evening peak time traffic flow (5.00 P.M to 7.00 P.M) 
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flow is very less initially, then increases to the peak 
during the day and then again decreases in the night.  

The seasonality also shows that the cycle repeats 
every day. Also the noise in the time series is plotted 
as residue. 

Results and Discussion 
The ARIMA model for traffic flow prediction is 

implemented with python 3.7 programming language 
in Jupyter Notebook. Initially, the autocorrelation and 
partial autocorrelation are computed for the three 
different datasets. The ACF and PACF plots are 
shown in Figs 6 & 7 for the whole day data set. 

The ACF and PACF plot shows that the partial 
autocorrelation reduces to significant level as the 
number of lags is increased. This clearly indicated 
that the data is not stationary. To make the data 
stationary, differencing need to be performed. 

With ACF and PACF plot alone it is difficult to 
choose appropriate model for our prediction. For 
choosing optimized values for p, d and q, the grid 
search optimization is required. Thus, the hyper-
parameter tuning is performed with this grid search 
method. 

Fig. 6 — Autocorrelation of the traffic flow data 

The grid search optimization is applied to the 
whole day as well the morning and evening peak 
traffic datasets. The models evaluation is done with 
following set of (p,d,q) values: p [1,2,3,4] , q [0,1,2] 
and d[0,1,2]. For different combination of model 
parameters, the results of Root Mean Square Error 
(RMSE) is shown in Table 1.  

From the grid search method we shall infer that the 
best model for the whole day traffic flow data is 

Fig. 5 — Additive decomposition of a week traffic flow data 
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ARIMA (4,0,2) with RSME of 8.953. The best model 
for morning peak time and evening peak time traffic 
flow data are ARIMA (4,1,0) with RMSE of 11.007 
and ARIMA (4,1,0) with RMSE of 11.837 
respectively. Hence, the ARIMA (4,0,2) based 
prediction modelis chosen for training and validation 
of the whole day traffic flow dataset. Similarly, the 
ARIMA (4,1,0) based prediction model is chosen for 
training and validation of peak hours traffic flow 
dataset. 

The data set is split into training and test data sets 
for the whole day, morning and evening peak traffic 
data sets. The ARIMA models identified by the grid 
search parameter optimization method are validated 
with these data sets. The prediction result is plotted in 
Fig. 8 in comparison with the ground truth of the 
original test data of whole day traffic flow dataset. 

Similarly, the prediction result and the original test 
data for morning peak time traffic flow are plotted in 
the Fig. 9. The prediction done with ARIMA (4,1,0) is 
closer to the actual traffic flow data. 

In the same way, the prediction result and the 
original test data for evening peak time traffic flow 
are plotted in the Fig. 10. The prediction of traffic 
flow using ARIMA (4,1,0) model is closer to the 
ground truth. 

The model performance is evaluated with the 
metrics: Root Mean Square Error (RMSE), Mean 
Absolute Error (MAE) and Mean Absolute 
Percentage Error (MAPE). The measure of standard 
deviation of the prediction errors is RMSE which is 
the difference between the predicted traffic flow (TF) 
and true value (𝑇𝐹). The absolute difference 
between the predicted and true values is MAE. 
Mean percentage of the absolute errors of the 

prediction is MAPE. These metrics are computed with 
Eqs (7) – (9). 

RMSE = ∑ 𝑇𝐹  𝑇𝐹   …(7) 

MAE = ∑ |𝑇𝐹  𝑇𝐹  | …(8)

Fig. 7 — Partial autocorrelation of the traffic flow data 

Table 1 — RMSE values for various ARIMA models from grid 
search method 

ARIMA 
Model 

RMSE 
Whole day 

RMSE 
Morning peak 

RMSE 
Evening peak 

ARIMA(1,0,0) 10.551 12.139 12.683 

ARIMA(1,0,1) 9.057 11.350 12.227 

ARIMA(1,0,2) 9.058 11.058 12.437 

ARIMA(1,1,0) 9.478 11.057 11.867 

ARIMA(1,1,1) 9.073 11.160 12.423 

ARIMA(1,1,2) 9.021 NA NA 

ARIMA(1,2,0) 13.693 15.039 15.763 

ARIMA(1,2,1) NA 11.178 NA 

ARIMA(1,2,2) NA 11.331 NA 

ARIMA(2,0,0) 9.434 11.106 12.186 

ARIMA(2,0,1) 9.058 11.223 12.211 

ARIMA(2,0,2) 8.973 11.030 NA 

ARIMA(2,1,0) 9.177 11.113 11.902 

ARIMA(2,1,1) 9.072 11.153 12.270 

ARIMA(2,1,2) 9.008 11.297 NA 

ARIMA(2,2,0) 11.915 13.908 15.133 

ARIMA(2,2,1) NA 11.227 NA 

ARIMA(2,2,2) NA 11.224 NA 

ARIMA(3,0,0) 9.152 11.126 12.352 

ARIMA(3,0,1) 9.057 11.206 12.270 

ARIMA(3,0,2) 8.958 11.595 12.147 

ARIMA(3,1,0) 9.113 11.112 11.679 

ARIMA(3,1,1) 9.083 11.219 11.988 

ARIMA(3,1,2) 8.992 12.186 NA 

ARIMA(3,2,0) 11.084 12.359 13.279 

ARIMA(3,2,1) NA 11.227 11.806 

ARIMA(3,2,2) NA 11.341 12.420 

ARIMA(4,0,0) 9.093 11.207 12.187 

ARIMA(4,0,1) 9.086 11.358 12.183 

ARIMA(4,0,2) 8.953 11.866 NA 

ARIMA(4,1,0) 9.086 11.007 11.837 

ARIMA(4,1,1) NA 11.208 12.163 

ARIMA(4,1,2) 9.103 11.061 12.494 

ARIMA(4,2,0) 10.567 12.266 13.017 

ARIMA(4,2,1) NA 11.117 11.948 

ARIMA(4,2,2) NA 11.120 12.168 
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Fig. 8 — ARIMA (4,0,2) traffic flow prediction for whole day 
traffic flow dataset 
 

 
Fig. 9 — ARIMA (4,1,0) traffic flow prediction for morning peak 
time traffic flow dataset 
 

 
Fig. 10 — ARIMA (4,1,0) traffic flow prediction for evening peak 
time traffic flow dataset 
 

MAPE= ∑ |  |

| |
 …(9) 

The RMSE, MAE and MAPE for the prediction 
results are shown in the Table 2. 

The prediction results indicate that the chosen 
models show comparatively better performance in 
traffic flow prediction. The RMSE on the prediction 
of test datasets are 8.953, 11.007 and 11.837 for the 
three datasets- whole day, morning peak time and 

evening peak time traffic flow respectively. Similarly 
the MAE are 7.008, 8.620 and 9.137 for the prediction 
results. And the MAPE values are 16.564%, 18.367% 
and 22.785%. 
 
Conclusions 

The traffic prediction is one the most essential part 
of the Intelligent Transportation System. The ARIMA 
based statistical method is used in the study, since it is 
easier to implement and it is a well-established 
technique for time series predictions. Since the traffic 
flow is peak during morning and evening times, the 
prediction is done for the whole day, morning and 
evening time traffic flow datasets separately and the 
results are compared. The optimal hyper-parameters 
of the ARIMA model are chosen with the grid search 
method. The traffic flow prediction is done with 
ARIMA (4,0,2) model for the whole day dataset and 
ARIMA (4,1,0) for morning and evening traffic flow 
datasets. These two models show good performance 
metrics with RMSE of 8.953, 11.007 and 11.837 for 
the three datasets respectively. 
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