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The industrial internet contributes to the standards of Industry 4.0, which involve handling large volumes of data using 
advanced soft-computing techniques. Machine Learning (ML) is an advanced soft-computing technique that plays a critical 
role in predicting and detecting serial chronic diseases, thereby automating the diagnosis. The process constitutes and uses 
several data mining algorithms and methods for efficient medical data analysis. Recent studies on several chronic diseases, 
liver disorders and diseases associated with the organ have been fatal. In this paper, the liver patient dataset from India is 
considered and investigated for developing a classification model. Liver disease is a dangerous, life-threatening disease 
often diagnosed false positive. Mild liver enlargement, improper or ambiguous functionality over a brief period, is 
prominent even in healthy people, which has become the main reason for ignoring the same at the early stage. It is essential 
to predict liver disease through the parameters and their values from the liver functionality test sensing the behavior of 
similar patients who were ignored in the initial stage. In this paper, the machine learning technique is demonstrated to 
predict liver disease using the liver function test data of the 580 patients as training data. The model has been developed 
with an accuracy of approximately 75%. The simulation-based experiment is based on the publicly available dataset and can 
be extended to any native set to predict the patients' health quickly. The Random Forest Algorithm is used to develop the 
model in Matlab, and the analysis is carried out using parameters like total bilirubin, alkaline phosphotase, alamine 
aminotransferase, total proteins, and A/G ratio. 
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Introduction 
Physical appointments and manual examinations 

are usual practices in traditional health care. The 
health care emerged as a significant sector, mainly 
referring to the recent pandemic outbreak. The novel 
COVID-19 demanded rapid medication with no 
physical intervention from the doctor or practitioner. 
This needs an efficient automation framework that 
can be inducted from Industry 4.0. Hence it is 
possible to mention that the automation process can 
be imparted to detect or cure several other diseases. 
One such is liver disease. Liver Diseases have been 
listed as one of the major diseases. Sometimes, it may 
end up resulting in disability. According to the 
available data, by 2011 nearly 508000 deaths have 
occurred due to this.1 

Around 17.7 million people succumbed to death in 
2015.(2) It is estimated that approximately 23.6 million 

people would be suffering with liver concerned 
diseases by the end of 2030.(3) Some have undergone 
appropriate treatment; however, several scenarios, 
like the expensive medication and the complex 
process, are considered a big hindrance.4 Other 
parameters, like the tenure of the treatment and 
delayed decisions are significant. The total 
expenditure for treating and diagnosing the liver 
disease is extremely high and usually out of reach to 
the commoner. It is evident from the recent reports 
that the expenditure of about $79 billion across the 
world has been utilized to treat patients suffering from 
the ultimate stage of the disease, costing around 
$35 billion.5 It is also significant to mention that the 
condition associated with the liver is severe and takes 
a long time to cure. Hence general citizens cannot 
afford to long time hospitalization costs. Prediction of 
the disease helps doctors and practitioners to take all 
the preliminary measures and suggest accurate and 
appropriate medication along with efficient treatment 
to nullify the severity. At this moment, machine 

—————— 
*Author for Correspondence
E-mail: dv.manjula@pragati.ac.in



J SCI IND RES VOL 82 FEBRUARY 2023 264

learning has a role in solving the Liver Disease 
problem by predicting it early and detecting it, leading 
to an efficient diagnosis.  

The prime objective of this work is to provide a 
feasible solution to efficient lever disease detection 
for a further effective diagnosis. The feasibility is in 
terms of low-cost and less-time for analysis. This 
certainly requires sophisticated techniques with 
intelligence. Hence, machine learning methods are 
considered for their performance in providing 
solutions to several engineering problems.  

Data related to the patients suffering with the 
disease plays a major role for training the model and 
finally to provide a good prediction of the disease. 
The preliminary survey mentioned that the similar 
data is recorded while it is also inferred that the data 
is exponentially growing in volumes through the 
recent decade of period.6 The ML algorithms are 
known for their excellence in handling non-linear 
problems by providing solutions which are 
practicable.7 Interestingly medical image and data 
analysis is a complex non-linear problem with 
patterns which are hard to model. These ML 
techniques have proved to produced accurate results 
of prediction and forecasting in complex non-linear 
problems related to medical diseases. Among them, 
the supervised models have the ease of handling in 
both product development and analysis in the field of 
medicine.8 Based on this, the main objective of the 
study has been the early detection and efficient 
diagnosis of chronic disease in people from 
developing and under developed nations.  Most of the 
medical disease diagnosis problems are considered as 
either classification, modelling, or prediction type. 
The ML techniques can be easily employed for the 
classification of medical images and model the 
features data set obtained from these images of 
chronic diseases.9–21 These classification techniques 
are typically supervised models. The SVM is 
hybridized with the Popular Particle Swarm 
Optimization (PSO) to predict several significant 
features for liver disease detection.15 Compared to 
SVM, RF, Bayesian network, and an MLP-neural 
network, excellent accuracy has been reported.16 
Further the SVM can accurately predict drug-induced 
hepatotoxicity better than the Bayesian and several 
other existing models.17 A CNN model can predict 
liver cancer in patients suffering with hepatitis 
accurately with 98%. Taking the above discussion 
with respect to the abilities of ML in to consideration 

prominent, ML techniques are employed to predict in 
order to treat chronic patients. While the prime 
objective is to develop the prediction model using ML 
techniques, the other interest is to analyse the 
performance of several classifier using the image 
metrics. The supervised models which are developed 
are further used to diagnosis and prescribe dialysis. 
Techniques like KNN, SVM, DT, RF, NB, and 
Logistics Regression are employed in the prediction 
modelling. Confusion matrix and other methods are 
used for the performance evaluation. The developed 
system serves as decision support system. 

Methodology 
Random Forest 

The RF is an excellent method for classifying the 
multi-dimensional data. This can also perform 
regression, and other data modelling related 
operations. In the methodology, each DT initially 
classifies the (test) sample. This yields a class which 
has maximum number of occurrences. The sample is 
referred as Out-of-Bag (OOB) data. As a result, every 
tree will have an OOB data which is further used to 
evaluate the tree's error. In this process, the 
corresponding error is computed using the following 
expressions. 

𝑃𝐸 ൌ 𝑃௫,௬൫𝑚𝑔ሺ𝑋,𝑌ሻ൯ ൏ 0 … (1)

Here, the function ‘mg’ can be represented as 

𝑚𝑔ሺ𝑋,𝑌ሻ ൌ 𝑎𝑣௞𝐼ሺℎ௞ሺ𝑋ሻ ൌ 𝑗ሻ … (2)

The term I(*) refers to an indicator function. 
Similarly, the terms h1(x), h2(x)….hk(x) are ensemble 
of classifiers.  

The function mg(X, Y) computes the extent to 
which the average of votes typical at X & Y whenever 
the right class exceeds.  

Especially for larger datasets with multiple 
dimensions in terms of input variables. The usual 
process of parameter suppression or minimization is 
also not mandatory taking the robustness of the 
algorithm. These variables are used to yield the 
prediction model in the structure of the algorithm, 
which is presented in Fig. 1 for better idea. 

Machine Learning for Liver 
Machine learning is an artificial intelligence branch 

in which a computer program learns from the 
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experience and its performance measure improves with 
the experience. It is possible to train the ML system to 
diagnose whether the person suffers from liver disease 
or not. However, there are certain gaps that the ML has 
to be taken care of, which are listed below. 

a. Some tasks can be defined well only by
examples.

b. Machine learning helps us to find the hidden
correlations and relationships from the large
amount of data.

c. Gives better results for prediction and model
generation.

d. Environments may change sometimes.
e. Some problems with a huge amount of

knowledge too hard for humans to be
described.

The block diagram of the adopted classification 
methodology using the ML is shown in Fig. 2. 
Classification is a process that predicts a specific 

result in the presence of given input information. 
There is a requirement of one training set consisting 
of attributes and the respective outcomes called the 
goal attribute to determine the specified output. The 
algorithm tries to find connections between the 
attributes that would make it conceivable to anticipate 
the result. Then an unknown dataset is provided to the 
algorithm which consists of same set of attributes 
except for the attribute which is not known. The 
algorithm analyzes the input information and 
produces the respective outcome. There is a database 
of medical information related to liver disease where 
the prediction attribute is whether the patient suffers 
from liver disease or not. Classification is of two 
types: Supervised Classification (SC) and 
Unsupervised Classification (USC). In the SC, the 
corresponding main method extracts knowledge from 
database. Here, the database refers to set of training 
examples. These are known previously while in USC, 
training examples. Typically, the classification has 
two phases namely training and testing phases. In the 
training phase, the dataset trains the classifier. The 
other is Testing phase where testing of classifier is 
done to analyze its performance using different 
samples of the test set. Prediction accuracy is a 
criterion to evaluate the performance of classifier. 
Classification accuracy describes the percentage of 
instances which are correctly classified. 

Results and Discussion 
The proposed method uses a dataset with several 

headers related to the non-clinical metrics of several 
tests pertaining to liver disease. The initial 
observation of the dataset finds that the data type is 
uniform with all the data. In the line to prepare the 
data for processing, data cleaning is the next step after 
careful analysis of the dataset. Data cleaning step 
involves careful observation visible data quality 
issues and rectify them. This follows a check for Nan 
data, duplicate data and convert certain columns to 
required data types. Some features of the dataset are 
total bilirubin, alkaline phosphatase, alamine 
aminotransferase, total protein, albumin-globulin 
ratio, gender, and finally whether the subject has liver 
disease or not.  

The simulation results about the method 
incorporated using the ML and the outcomes are 
presented in terms of various observations in this 
Section. Initially, the objective function behavior over 
the progress in trials and the corresponding least 
square is studied. This is illustrated in its response to 

Fig. 1 — RF pseudo-code 

Fig. 2 — Block diagram of ML based method 
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fitness as shown in Fig. 3. The figure is watershed 
plot of the observed and predicted points pertaining to 
the model using the RF. The response of the objective 
function to the number of trials (numT), and the 
corresponding minimum least square (minLS) value 
are plotted to form a three-dimensional representation. 
The non-linear diminishing of the error is noticeable 
with progress in trial. 

Further, the evaluation is extended using the plot 
presented in Fig. 4. The minimum estimated and 
observed objective magnitudes dependency can be 
inferred to be swinging only to reach to the best 
optimal minimum value while the number of trees 
grown is close to 120. Further, the performance of the 
RF algorithm can be analysed using this plot. Out of 
580 data, about 165 are tested negative while the 
remaining are positive for the disease. The out-of-bag 
classification error is calculated for every increment 

in the tree grown. Hence, it is possible to accurately 
predict the patient status based on the data set 
employed.  

A true positive is an outcome where the model 
correctly predicts liver disease. Similarly, a true 
negative is an outcome where the model correctly 
predicts the no disease case. Further, the false positive 
is an outcome where the model incorrectly predicts 
the non-disease case as disease. The plot in Fig. 5 is a 
Receiver Operating Curve (ROC) graph with the false 
positive rate on the X axis and the true positive rate 
on the Y axis. The point (0, 1) is the perfect classifier 
that classifies all positive cases and negative cases 
correctly. It is (0, 1) because the false positive rate is 
0 (none), and the true positive rate is 1. The ROC plot 
is essential to understand the diagnostic ability of the 
classifier. The Classification of the data is pictorially 
presented in Fig. 5 & Fig. 6.  

Fig. 3 — Response of objective function 

Fig. 4 — Observed and estimated objective values 

Fig. 5 — ROC description 

Fig. 6 — Performance of RF algorithm 
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Metrics like accuracy model, recall, precision, and 
specificity are computed to evaluate the performance 
of the algorithm in numerical terms. The accuracy is 
approximately 79% which is convincingly good as a 
prediction model of the liver disease. The recall 
measured as the ability of a classification model to 
identify all data points in a relevant class. In this case 
it is computed as 0.9449 which is good value. 
Similarly, the precision is reported to be 0.7407 and is 
the ability of a classification model to return only the 
data points in a class. Similarly, the corresponding 
specificity computed as 0.1064. The metrics are 
tabulated in Table. 1 and the confusion matrix is 
presented in Table. 2. The total number of truly 
predicted cases can be read as 125 with true positive 
counting to 120 and true negative is 5. The false 
predictions are much less than true prediction thereby, 
claiming the model accuracy to be acceptable. 

Conclusions 
The ML-based system for the early prediction of 

liver disease based on the Indian dataset has been 
successfully developed using the RF algorithms. The 
performance analysis of the technique is presented in 
terms of metrics for evaluation. The performance of 
predicting the positive cases from the dataset is 
approximately 95% which is evident from the 
recall metrics. Further, the precision reported to 
be approximately 74% emphasizing that the 
performance of predicting the positive class which 
are actually positive. The core objective of the work 
is to create an advanced tool that can precisely 
provide means of treatment along with superior 
decisions in complex situations. The technique can 
be utilized to automate the process and early 
detection to get rid of chronic disease. The algorithm 
could successfully conceive a model successfully on 
the available Indian liver disease dataset. However, 
one critical concern is the volume of the dataset 
which is comparatively small. This challenges the 

robustness of the model. Enhancing the dataset and 
developing more complex model would be a best 
scope of future work. 
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