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In the last decade, sentiment analysis has been a popular research area in the domains of natural language processing and 
data mining. Sentiment analysis has several commercial and social applications. The technique is essential to analyse the 
customer experience to develop customer loyalty and maintenance through better assistance. Deep Neural Network (DNN) 
models have recently been used to do sentiment analysis tasks with promising results. The disadvantage of such models is 
that they value all characteristics equally. We propose a Cascaded Attention Fusion Model-based BiLSTM to address these 
issues (CAFM-BiLSTM). Multiple heads with embedding and BiLSTM layers are concatenated in the proposed CAFM-
BiLSTM. The information from both deep multi-layers is merged and provided as input to the BiLSTM layer later in this 
paper. The results of our fusion model are superior to those of the existing models. Our model outperforms the competition 
for lengthier sentence sequences and pays special attention to referral words. The accuracy of the proposed CAFM-BiLSTM 
is 5.1%, 5.25%, 6.1%, 12.2%, and 13.7% better than RNN-LSTM, SVM, NB, RF and DT respectively. 
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Introduction 
Sentiment analysis is a set of tools, strategies, and 

procedures for detecting and extracting information. The 
data gathered comprises the users' attitudes and 
opinions. The primary goal is to determine whether a 
user has a negative, good, or neutral view of a product or 
something else. The quantity of articles on sentimental 
analysis has exploded in recent years. It is one of the 
most rapidly expanding research fields. Later, in the 
mid-2000s, firms mostly concentrated on product 
reviews that were available on the internet. This is quite 
beneficial in financial market forecasting. 

It is impossible to do this task solely by human 
processing, given the constant expansion of data 
volume. This fact encourages sentiment analysis 
technologies to progress in a more sophisticated 
path.1,2 Machine Learning (ML) shines brightly in 
Natural Language Processing (NLP) problems 
because to its great modelling capacity.3 Although 
machine learning is quite advanced, its fundamental 
weaknesses have resulted in a slew of problems.4 To 
begin with, creating a sentiment dictionary is a labor-
intensive and time-consuming procedure that 
necessitates some past knowledge. Second, the 

implementation of features selection procedures and 
parameter tweaking is critical to their success. The 
use of these methods has been considerably curtailed 
as a result of the aforementioned flaws. 

Deep Learning (DL) techniques are increasingly 
being included into NLP tasks.5 Deep learning's 
ability is the vast quantity of raw data without relying 
on prior predictive information makes these 
approaches particularly appealing for sentiment 
analysis. Deep learning could provide solutions to 
natural language ambiguity and complexity that aren't 
present in classic text mining methods. RNN with 
LSTM units, for example, uses hierarchical 
architectures. DL uses the attention mechanism of 
humans to give more weight to the essential pieces of 
information that are more important in making 
sentiment judgments. 

In this paper, we propose a Cascaded Attention 
fusion model-based BiLSTM to address these issues 
(CAFM-BiLSTM). Multiple heads with embedding 
and LSTM layers are concatenated in the proposed 
CAFM-BiLSTM. 

Related Works 
The IMAN model, used an attention mechanism to 

represent the relationship between context and aspect 
word.6 To begin, they used pre-trained BERT word 
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vectors as the initial embedding, laying the 
groundwork for generating cutting-edge experimental 
results. However, in error analysis, the model 
occasionally failed to manage them properly. Clearly, 
present attentive procedures can be improved more. It 
is recommended to add disagreement regularization 
and applying sophisticated information aggregation to 
better leverage the diversity of multi-head attention.7 
They proposed using the routing-by-agreement 
approach to better capture the various information 
dispersed in the extracted partial-representations. The 
estimation of rating score for a product depending on 
the target user is one of four crucial processes in the 
suggested recommendation system. The suggested 
system uses a filter based on demographic age group 
and then a product recommendation classifier based 
on fuzzy logic to consider known and unknown 
products using the similarity score. Depending on the 
reviews with the corresponding target user, the 
suggested technique determines the product rating 
score. Finally, in the decision-making process, fuzzy 
rules are used to anticipate related recommendation 
products using SA and ontology alignment. It was 
discovered that the output disagreement term and the 
EM routing algorithm produced the best results and 
were mutually beneficial. 

An intrinsic effect of user reviews on social 
recommendation was investigated in the literature 
which yielded prospective model for sentiment 
analysis.8–10 Consumer ratings and the No. of reviews 
are external influence aspects in determining the 
essential products for the consumer.8,11 The user 
internal effect component boosted the forecasting 
efficiency of the recommendation system, according 
to their findings. Following the collection of an 
adequate dataset, NLP-based approaches are used to 
reprocess the data (tweets), and then a feature 
extraction method is used to extract sentiment-
relevant features. Finally, a model is trained and 
tested on test data using machine learning classifiers. 
The Apache Spark framework is utilized in this 
project. Customers' reviews were sorted into 8 
emotions (fear, anger, trust, sadness, anticipation, 
surprise, joy and disgust) and two sentiments using 
the NRC emotion lexicon (+ve and −ve). Their 
findings suggest that SA can assist in identifying 
customer behaviors and overcoming risks in order to 
satisfy customers. To increase the resilience and 
accuracy of sentiment analysis approaches, However, 
considerable work on the Aspect Based Sentiment 
Analysis (ABSA) detailed in this research remains to 

be done due to a lack of data. With regard to a self-
constructed stacking system, the model includes fewer 
data points, and there is still space for development in 
tasks involving a solo domain. 

The intelligent system that uses fuzzy logic and 
LSTM can classify customer review statements into 
four categories: highly positive, positive, negative, 
and highly negative.9 This model was tested using 
Amazon mobile phone reviews, Amazon video games 
reviews, and Amazon goods customer reviews 
benchmark datasets, yielding accuracy of 96.93%, 
83.82%, and 90.92%, respectively. In addition, to 
improve sentiment identification, a feature focus 
attention approach was proposed. Lin et al. proposed 
a hybrid attention network for ABSA that can be 
employed for tasks with ease.10 To learn the new 
architecture for gathering, filtering, and evaluating 
YouTube comments for a specific product. 
Unproductive and comments related to videos were 
separated from comments about products using a 
classification approach. Following that, the 
classification findings were employed in the target 
product's sentiment analysis, where a novel approach 
was applied to identify both the sentiments of the 
mentioned subjects Arabic Sentiment Analysis (ASA) 
and overall sentiment Social media Sentiment 
Analysis (SSA) in the phrase would benefit ABSA's 
responsibilities. 
 

Proposed CAFM-BiLSTM 
Our model accepts user reviews as input and 

outputs the polarity of the reviews. Embedding, 
Multi-head attention, Dropout, BiLSTM and Dense 
layers are all used in this model.11–13 The Overview of 
the proposed CAFM-BiLSTM for Sentiment analysis 
is shown in Fig. 1. The following are the main steps in 
the proposed model: i) Get the text's word embedding; 
ii) Enter the word vector into the Multi-head 
Attention mechanism; iii) get sentiment classification 
using BiLSTM. 
 

Embedding Layer  
The user text is converted to vectors by embedding 

layers. All of the data in the input should be encoded 
as integers. The EML accepts an integer as input and 
looks up the internal dictionary to return the dense 
vector associated with it. Its initial weight is 
determined at random. These word vectors are 
gradually adjusted using the Back Propagation (BP) 
technique. In our proposed model, we use the Glove 
embedding layer, which is one of the most prominent 
embedding approaches. It is a publicly accessible pre-
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trained word embeddings approach. The words were 
trained using a data set. A variety of embedding 
vector sizes are available. The files will be available 
in text format after they have been downloaded. 
Glove creates a matrix of the provided word's co-
occurrences. 
 

𝑁 ൌ ∑ 𝑓ሺ𝑌௣௤
௠
௣,௤ିଵ ሻሺ𝑧௣�̃�௤ ൅ 𝑎௣ ൅ 𝑎෤௤ െ log൫𝑌௣௤൯ሻଶ  

                 … (1) 
 

where, 𝑌௣௤ is the co-occurrence matrix, 𝑧௣�̃�௤ denotes 
the left right index and 𝑎௣,𝑎෤௤ are bias words. 
 
Multi-head Attention Layer 

Multi-head Attention is an improved version of the 
classic attention mechanism that also outperforms it. 
The structure of the MHAT mechanism is depicted in 
Fig. 2. To begin, K, M, and S are transformed. One 
head is calculated at a time in this method. There are 
many attention heads in use. The outputs are, 
 
ℎ𝑒𝑎𝑑௣ ൌ 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 ሺ𝐾𝑊௣

௄ ,𝑀𝑊௣
ெ , 𝑆𝑊௣

ௌሻ         … (2) 

𝑀𝑢𝑙𝑡𝑖ℎ𝑒𝑎𝑑 ሺ𝐾,𝑀, 𝑆ሻ ൌ 𝐶𝑜𝑛𝑐𝑎𝑡ሺℎ𝑒𝑎𝑑ଵ, … . . ℎ𝑒𝑎𝑑௡ሻ𝑊௢ 
                … (3) 
 
BiLSTM Layer 

The LSTM units serve as the building blocks for the 
BLSTM layers.14,15 The cell state, which comprises the 
information preserved by the LSTM unit, is the most 
important feature of an LSTM unit. The amount of 
information that the LSTM unit can include or erase 
from its cell state is controlled by gate structures. The 
LSTM unit additionally has a hidden state that records 
the observed sequence's history. 

LSTM differs from traditional neural networks in 
that each LSTM unit has a unique feature. One 
memory cell 𝑀௧ and 3 gates, comprising the forget 
gate 𝑜௧, the input gate 𝑔௧, and the output gate 𝑟௧, make 
up the unit. The three gates work together to manage 
the state of the memory cell 𝑀௧. The forget gate 
decides whether historical unit data is deleted or 
retained. The input gate is supplied to the unit from 
the inputs, while the output gate controls the unit's 
output. LSTM's forward calculation at time t can be 
expressed mathematically as follows. 
 

𝑜௧ ൌ 𝜎ሺ𝑌௢𝑘௧ିଵ ൅ 𝑄௢𝑦௧ ൅ 𝑐௢ሻ              … (4) 
 

 𝑔௧ ൌ 𝜎൫𝑌௚𝑘௧ିଵ ൅ 𝑄௚𝑦௧ ൅ 𝑐௚൯              … (5) 
 

 𝑀௧ ൌ 𝑜௧ ⊙𝑀௧ିଵ ൅ 𝑔௧ ⊙ tanhሺ𝑌ℎ𝑘௧ିଵ ൅ 𝑄ℎ𝑦௧ ൅ 𝑐ℎሻ 
 

                 … (6) 
 

𝑟௧ ൌ 𝜎ሺ𝑌௥𝑘௧ିଵ ൅ 𝑄௥𝑦௧ ൅ 𝑐௥ሻ              … (7)   
 

𝑘௧ ൌ 𝑟௧ ⊙ tanhሺ𝑀௧ሻ               … (8) 
 

where, 𝑘௧ is the output of the LSTM unit t and 𝜎 is the 
sigmoid function, tanh() denotes activation function, 

 
 

Fig. 1 — Overview of the proposed CAFM-BiLSTM for
sentiment analysis 
 

 
 

Fig. 2 — Overall structure of the MHA mechanism 
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⊙ 𝑖𝑠 𝑡ℎ𝑒 𝐻𝑎𝑑𝑎𝑚𝑎𝑟𝑑 𝑝𝑟𝑜𝑑𝑢𝑐𝑡, Y & Q are weight 
matrixes and c are the bias vector. 

It would be very helpful for the sequence of tasks if 
you could access future information in the same way 
you could access prior information. The following is 
the operating principle: the forward layer captures the 
sequence's previous information, while the backward 
layer captures the sequence's future information.  
 

𝑘௧ሬሬሬ⃗ ൌ 𝐿൫𝑦௧ , 𝑘ሬ⃗ ௧ିଵ,𝑀௧ିଵ൯               … (9) 
 

�⃖�ሬ௧ ൌ 𝐿ሺ𝑦௧ , �⃖�ሬ௧ାଵ,𝑀௧ାଵሻ             … (10) 
 

where, 𝐿ሺ∙ሻ signifies the LSTM hidden layer's 
operation. The text feature is obtained by combining 
the forward and backward output vectors, which are 
𝑘௧ሬሬሬ⃗  and �⃖�ሬ௧ respectively. It's important to know that H 
stands for the number of hidden layer cells: 
 
𝐻௧ ൌ 𝑘௧ሬሬሬ⃗ ฮ�⃖�ሬ௧              … (11) 
 
Dropout Layer 

Instead of looking into irrelevant parameters, this 
layer is utilized to focus on the target future 
parameters. When the network is utilized in training, 
full utilization of all data which is called true state and 
this time no data points are drooped. The 
model.fit, training python inbuilt function is suitably 
set to True inevitably. 
 
Dense Layer 

The network layer's neurons are contained in a 
dense layer. The neurons in the dense layer receive 
information from all other layers.  
 

𝑑 ൌ 𝑏ሺ𝑥.𝑤ሻ ൅ 𝑎             … (12) 
 

where, b is the element-wise argument, w is the 
weights matrix, and an is the layer's bias vector. Value 
of a is called as bias value which allows you to shift 
the activation function by adding a constant to the 
input. 
 
SoftMax Classifier 

We send the generated vector directly to the 
SoftMax layer. The following is the outcome of the 
prediction: 
𝑥 ൌ 𝑠𝑜𝑓𝑡𝑀𝑎𝑥ሺ𝑉ሻ ൌ

ୣ୶୮ ሺ௏ሻ

∑ ୣ୶୮ ሺ௏ሻ೎
ೖసభ

            … (13) 
 
Working of CAFM-BiLSTM for Sentiment Analysis 

Given a set of n input sequences each containing m 
words, Let X = 𝑋ଵ,𝑋ଶ,𝑋ଷ, ….𝑋௡ be the set of reviews 
and 𝑋௡= 𝑐ଵ,𝑐ଶ, … . . 𝑐௠ be the set of words. 

The features are extracted from the raw data after it 
has been pre-processed. Each input sentence in our 
study has 70 features, which will be supplied into the 
parallel embedding layers Glove. The embedding 
layer generates 300 features. The features are again 
sent to the position encoding layer, which uses the 
distance between the words in the sequence to 
determine the location of the word. This layer 
produces 300 features as a result of its work. The 
embedding layer's output is sent into the many heads, 
with a 512 output feature. The concatenation layer, 
which consists of 512 features, will combine the 
results from multiple heads. The total number of 
features will be 1024. This will be fed into the 
BiLSTM model, which will return 100 features. The 
BiLSTM algorithm determines the association 
between the target words and decreases the number of 
features from 1024 to 100. At the end of the BiLSTM, 
a dropout layer is introduced. The three features will 
be dense layer output, dense layer input, and dense 
layer output. 
 
Results and Discussion 

The proposed model CAFM-BiLSTM was 
analyzed using Amazon Product reviews dataset. The 
sample of amazon product review is shown in Fig. 3. 

We utilize recall, precision-score and accuracy 
values to evaluate the classification models' 
performance that are computed as in following 
equations respectively.  
 

𝑃𝑅 ൌ
்௉

்௉ାி௉
                         … (14) 

 

𝑅 ൌ
்௉

்௉ାிே
              … (15) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ൌ
்௉ା்ே

்௉ାி௉ା்ேାிே
            … (16) 

 

Fig. 3 — Sample for Amazon product review 
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𝐹 െ 𝑆𝑐𝑜𝑟𝑒 ൌ
ଶሺ௉ோ.ோሻ

௉ோାோ
             … (17) 

 
where, If a positive review is classified as positive, TP is 
used. TN is used when a negative review is classified as 
negative. Negative reviews are labelled as bad, positive 
reviews are labelled as positive, and negative tweets are 
labelled as negative. FP denotes false positive 
sometimes in appropriate results induces FP. 

We can see from Fig. 4, that the proposed model 
CAFM-BiLSTM has a higher accuracy of 96.988%. 
The proposed model has an F-score of 95.90%, 
precision of 95.89%, and recall of 95.98%. The 
proposed model has 2.12% more precision and 2% 
higher F-score than the existing RNN-LSTM model. 

The proposed model CAFM-BiLSTM has a 
Sensitivity of 95.95%, and Specificity of 95.98% as 
shown in Fig. 5. The proposed model had more 
sensitivity and greater specificity than the existing 
RNN model when compared to the existing models. 

The true positive rate vs the false positive rate for a 
multi classifier at various thresholds is calculated and 
plotted to form the ROC curve. The proposed model 
CAFM-BiLSTM is closer to the top-left corner, 
indicating greater efficiency, as seen in the Fig. 6. 

The percentage of your test data that is correctly 
categorised is referred to as accuracy. We use the 
training data to train the model and test its 
performance on both the training and testing sets Figs. 
7 (a & b). As the number of epochs grows, both the 
testing and training accuracy curves move upward. 

Conclusions 
The BiLSTM with CAFM mechanism is used in 

this paper to introduce a sentiment analysis approach. 
As a result, the attention mechanism is discussed  
in this paper. Multiple heads with embedding  
and BiLSTM layers are concatenated in the  
proposed method. To improve the accuracy of the 
proposed method, our proposed model outperforms 
for longer sentence sequences and gives special 

 

Fig. 4 — Comparison of performance metrics 
 

 

Fig. 5 — Comparison of sensitivity and specificity 
 

 
 

Fig. 6 — ROC curve 
 

 
 

Fig. 7 — Performance curves: (a) Loss, (b) Accuracy 
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attention to referral words. The proposed model  
has a 95.90% F-score, 95.89% precision, and  
95.98% recall. When compared to the current  
RNN-LSTM model, the suggested model has 2.12% 
more precision and a 2% higher F-score. Compared to 
RNN-LSTM, SVM, NB, RF, and DT, the proposed 
CAFM-BiLSTM is 5.1%, 5.25%, 6.1%, 12.2%, and 
13.7% more accurate. 
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